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Foreword

This book is about the remarkable career of Prof. Dr. Dimitris Karagiannis, an
academic researcher and teacher at the University of Vienna working in the general
area of conceptual modelling. Dimitris is unique among academic colleagues
because of his focus on high-impact concrete outcomes for his work that benefit
the conceptual modelling community of researchers, practitioners, and users.

Throughout much of his career, Dimitris concentrated his efforts on four

projects:

Research on metamodelling and its application to conceptual model building.
Metamodels are useful in conceptual modelling because they serve as blueprints
of models in a given domain, from which one’s own model can be derived
through instantiation with less effort and better results than starting from
scratch. For this project, Dimitris worked with his students and collaborators,
resulting in the ADOxx meta-modelling platform for implementing domain-
specific modelling tools (https://adoxx.org/) that is used by researchers and
practitioners around the world.

The founding and nurturing of the BOC Group (https://www.boc-group.com/
en/), a technology company that is world leader in Enterprise Architecture (EA)
tools with a special focus on BPM, EAM, and GRC as well as related services
with thousands of customers and multiple awards from technology watchers.
BOC was initially launched with tool prototypes developed in Dimitris’ Depart-
ment Knowledge Engineering (University of Vienna) and grew as businesses
realized that the concepts and tools of EA constitute an effective way to design,
manage, and evolve a business.

The Open Models Initiative Laboratory, aka OMiLAB (https://www.omilab.
org/), is an academic lab whose aim is to make accessible to the community
models and modelling tools. In a similar sense, open source software is serving
the software engineering community. OMiILAB is fulfilling its mission with
tutorials, workshops, and a repository of modelling tools.

The NEMO Summer School (https://nemo.omilab.org/) is a summer school on
conceptual modelling, attended by doctoral students from around the world,
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vi Foreword

offering a comprehensive series of tutorial lectures by top researchers. NEMO
will celebrate its 10th anniversary in 2024 and is generally regarded internation-
ally as offering the best comprehensive introduction to conceptual modelling for
young researchers.

The contents of the book include multiple chapters on metamodelling, the
BOC Group technologies, and the OMiLAB, authored by Dimitris’ students and
collaborators. It also contains chapters by several presenters at the NEMO Summer
School as a sample of the teaching material of the school. In reading the chapters,
the reader gets an idea of Dimitris’ focus on concrete outcomes in his research on
metamodelling, BOC Group’s approach to developing ground-breaking technology
by exploiting metamodelling ideas, and the OMiLAB’s approach to community
building.

The impact of an academic’s research is usually measured by citations and
a researcher’s h-index. But these are narrow metrics that measure impact solely
through citations by other researchers (citation-impact) and ignore the impact of
one’s research on students, resulting from teaching activities (education-impact),
for which Dimitris has the NEMO Summer School to show, but also count-
less other teaching accomplishments on conceptual modelling and metamod-
eling. In addition, impact of his work includes impact on the world through
usage of one’s ideas (usage-impact). If one were to include in the definition
of impact all three metrics—i.e., citation-impact, education-impact, and usage-
impact—Dimitris’ research record would shine as one of the most influential among
researchers in the history of conceptual modelling with only a handful of colleagues
able to come close to his impressive and well-rounded accomplishments. This is
why this book is worth reading.

Toronto, Canada John Mylopoulos
December 2023



Preface

0. Univ. Prof. Prof. h.c. Dr.-Ing. Dimitris Karagiannis has made fundamental
contributions to research, education, and industry in the domains of Metamodeling,
Conceptual Modeling, Enterprise Modeling, and Method Engineering. He is a very
inspiring thought-leader and an exceptional personality. With this Festschrift, we
would like to honor him for his guidance, inspiration, and dedication throughout
many years. We are very grateful having the possibility to continually work with him
since long time, both in academia and in industry. Dimitris Karagiannis supervised
all authors in their early careers either during their PhD thesis or habilitation process.

Selected milestones of his remarkable career are as follows: Dimitris Karagiannis
received his PhD degree in computer science in 1987 from the Technical University
of Berlin. After heading the division “Enterprise Information Systems” at the
Research Institute for Applied Knowledge Processing (FAW) at Ulm, Germany,
from 1988 to 1992, he was appointed as full professor for Business Informatics at the
University of Vienna in 1993, leading the Research Group Knowledge Engineering.
In 1995, he founded the university spin-off BOC Group which has grown since
into an international group in the areas of BPM, EAM, and GRC. BOC Group
is the creator and vendor of the industry-leading products ADONIS, ADOIT, and
ADOGRC as well as their underlying metamodeling platform ADOxx. Since 2005,
Dimitris Karagiannis is the Chairman of the Supervisory Board of BOC Group.
He founded the metamodeling community ADOxx.org as well as the Open Models
Initiative Laboratory (OMiLAB.org), which is today an international network and
community of renown research institutions and companies collaborating on the
topic of modeling method engineering, enterprise modeling, and metamodeling.
Since 2014, the OMiLAB network organizes an annual summer school on Next-
Generation Enterprise Modeling (NEMO). In 2011, Dimitris Karagiannis was
awarded the title of Professor honoris causa from the Babeg-Bolyai University,
Cluj-Napoca, Romania for his outstanding contributions to Business Process Man-
agement and Business Informatics.

This book contains fourteen, single-authored essays from close collaborators
of Dimitris Karagiannis from academia, research, and industry. Each chapter
honors the extraordinary inspiration that Dimitris Karagiannis provided during the

vii



viii Preface

remarkable and ongoing collaboration. The essays are presented alphabetically by
the last name of each author.

Franz Bayer applies metamodeling concepts in the domain of internal developer
platforms and cloud platforms to foster business agility as well as technology agility.

Robert Buchmann elaborates on the concept of semantic-driven systems engi-
neering, which has the goal of replacing traditional, mainly syntactic formats for
model-driven engineering with ones that also convey semantics.

Hans-Georg Fill introduces the concept of spatial conceptual modeling, which
allows knowledge expressed through conceptual models to be anchored in the real
world using augmented reality technology.

Anke Helmes discusses from a practitioner’s perspective the challenges of
managing business processes and capabilities together and the added value of using
them in a unified, integrated framework.

Knut Hinkelmann shows how ontology-based metamodeling can overcome the
shortcomings of traditional model-driven engineering approaches in application
development, knowledge-based systems, model validation, and knowledge manage-
ment.

Florian Johannsen shows how metamodeling and conceptual modeling can be
used to address the issues of smart services and environmental sustainability in
quality management.

Harald Kiihn illustrates observations made in the use of metamodeling platforms
in industry and discusses expected developments in their architectures, in the
continuous modeling method operation, and in their integration with LLM systems.

Christian Lichka introduces a metamodel-driven approach for a cross-domain,
unified data and software architecture that adds a performance dimension to
governance, risk, and compliance.

Christoph Moser addresses the challenge of democratizing enterprise architec-
ture by making established modeling methods such as ArchiMate more accessible
to a wider audience.

Martin Nemetz reflects on the concept of metamodeling and how it has been
used to support intellectual capital reporting. He also presents two use cases for
metamodeling in industry and identifies opportunities for further research.

Christoph Prackwieser explores the progression from traditional process simu-
lation techniques to the advanced concept of digital twins within the context of
business processes and supply chain management.

Wilfrid Utz presents a novel approach to method engineering that uses haptic
design interactions for domain experts to derive formalized metamodel skeletons
and digital prototypes for immediate testing and evaluation.

Robert Woitsch discusses how process-oriented knowledge management has
evolved over time, reflecting on a series of research projects and suggesting support
through an enabling IT infrastructure.

Srdjan Zivkovic provides an overview of modular metamodel engineering,
introduces a comprehensive set of metamodel composition operators, and explores
potential applications of microservices and Al to advance metamodeling practices.



Preface ix

Prof. John Mylopoulos is a shining light for all of us in the field of conceptual
modeling. He has made groundbreaking contributions especially in the areas of
artificial intelligence, information systems, and software engineering. To have him
contribute the foreword to this book is an extraordinary honor, and we are deeply
grateful to him.

Fribourg, Switzerland Hans-Georg Fill
Vienna, Austria Harald Kiihn
January 2024



Contents

How Metamodeling Concepts Improve Internal Developer
Platforms and Cloud Platforms to Foster Business Agility .........
Franz Bayer

Semantics-Driven Systems Engineering: Requirements
and Prerequisites for a New Flavor of Model-Driven Engineering
Robert Andrei Buchmann

Spatial Conceptual Modeling: Anchoring Knowledge in the Real

WOKId ... o

Hans-Georg Fill

Process vs. Capability: A Reflection from a Practitioner’s

Perspective ..... ...t

Anke Helmes

Ontology-Based Metamodelling, Modelling and Application

Development .................

Knut Hinkelmann

Pushing the Boundaries of Process-Oriented Quality
Management Through Conceptual Modeling........................
Florian Johannsen

Metamodeling Platforms: Observations and Evolutions ...........
Harald Kiihn

A Metamodel-Driven Architecture for a Unified Approach
to Governance, Risk, Compliance and Performance................
Christian Lichka

Applying AMME for Constructing User-centric Services for
Enterprise Architecture ....................................L
Christoph Moser

xi



xii Contents

Applying the Powerful Concept of Meta-Models ............................. 147
Martin Nemetz

From Static Models to Dynamic Systems: The Evolution
of Business Process Simulation to Digital Twins.............................. 159
Christoph Prackwieser

Collaborative Modeling Method Prototyping Using Digital

Design Thinking with Scene2Model...........................oo. 173
Wilfrid Utz

Process Oriented Knowledge Engineering: Reflections

and Project EXperiences..............oooiiiiiiiiiiiiiiii 185
Robert Woitsch

Modular Metamodel Engineering: Why, What, How and What’s
Xt 201
Srdjan Zivkovic



Contributors

Franz Bayer BOC Group, Vienna, Austria

Robert Andrei Buchmann Faculty of Economics and Business Administration,
Babes-Bolyai University, OMiLAB Node @ UBB-FSEGA, Cluj-Napoca, Romania

Hans-Georg Fill University of Fribourg, Fribourg, Switzerland
Anke Helmes Munich, Germany

Knut Hinkelmann FHNW University of Applied Sciences and Arts Northwestern
Switzerland, Olten, Switzerland
OMIiLAB gGMBH, Berlin, Germany

Florian Johannsen Faculty of Computer Science, University of Applied Sciences
Schmalkalden, Schmalkalden, Germany

Harald Kithn BOC Products & Services AG, Vienna, Austria
Christian Lichka BOC Group, Vienna, Austria

Christoph Moser BOC Group, Vienna, Austria

Martin Nemetz Buchs, Switzerland

Christoph Prackwieser Adoplus Consulting Pty Ltd, Erskineville, NSW,
Australia

Wilfrid Utz OMiLAB NPO, Berlin, Germany
Robert Woitsch BOC Products & Services AG, Vienna, Austria

Srdjan Zivkovic BOC Information Technologies Consulting, Vienna, Austria

xiii



How Metamodeling Concepts Improve )
Internal Developer Platforms and Cloud Qe
Platforms to Foster Business Agility

Franz Bayer

Abstract Business Agility is a crucial aspect of modern organizations, reflecting
their ability to adapt and thrive in a rapidly changing business landscape. At its core,
Business Agility involves being responsive to change, allowing companies to swiftly
adjust their strategies and operations in response to market shifts, emerging tech-
nologies, and evolving customer demands. Developer Platforms play a pivotal role
in fostering Business Agility. These platforms provide a foundation for building and
deploying applications, enabling developers to collaborate seamlessly and iterate
rapidly. Utilizing metamodeling concepts and agile methodologies throughout the
stages of creation, design, formalization, development, deployment, and validation
enables the introduction of a generic metamodel for Developer Platforms. This
approach enhances the adaptability to changes and technological advancements.
The essential elements of this metamodel are detailed in this paper, underscoring the
significance of conceptual groundwork as a mission-critical step prior to initiating
the orchestration or implementation of the Developer Platform’s actual services and
tools.

Keywords Metamodeling - Method engineering - DevOps - Internal developer

platform - Cloud platform - Business agility - Developer experience

1 Business Agility for Digital Products

1.1 The Essence of Business Agility

Business Agility is a cornerstone of success on today’s dynamic markets and
especially on marketplaces for digital products and services. It enables organizations
to adapt to changing market conditions, to consider new opportunities, and navigate

F. Bayer (<)
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2 F. Bayer

unexpected challenges with resilience. Focusing on innovation, user-centricity,
and a culture of continuous improvement, Business Agility requires operational
efficiency to accelerate time-to-market for products and services [1].

Business Agility enables organizations to quickly respond and adapt to changes
in the market, technology, or regulatory landscape. This flexibility is essential for
staying competitive and thriving in unpredictable conditions. Being agile allows
businesses to better meet customer needs and expectations. By staying responsive
to customer feedback and market trends, organizations can tailor their products
and services to deliver greater value, leading to increased customer satisfaction and
loyalty [2]. With short and incremental development and feedback cycles, product
developers can identify and address potential issues early in the process, reducing
the likelihood of major drawbacks [3].

Within the organization, Business Agility needs a culture of innovation and cre-
ativity [4]. Agile workplaces empower developers by giving them more autonomy,
fostering a sense of ownership, and encouraging collaboration. This leads to higher
levels of job satisfaction and engagement, ultimately contributing to increased
productivity. Through regular reflection, adaptation, and learning from experiences,
developers can refine their processes, enhance performance, and stay ahead in an
ever-evolving market for digital products.

1.2 Holistic View on Digital Products as a Service

Digital products are nowadays offered mainly as a service, delivered through a
subscription-based model or an on-demand access. Ultimately, a digital product
is no longer a set of features and some basic non-functional requirements but
transformed into a complex service with a substantial focus on availability, main-
tainability without downtimes, responsibilities, liabilities, security, compliance,
confidentiality, audit-readiness, support communication, reporting and support time.
On top of this additional scope, user-centricity led to an additional focus on user-
and customer-touchpoints to have immediate feedback on the delivered services at
any time throughout the entire service life cycle [5].

The development organization’s response to this shift in paradigm was the
establishment of tool chains, policies, and heavy weight processes. Complicated
build chains, costly release processes and eventually the mismatch with deployment
and operations requirements led to DevOps principles and the motivation to consider
the holistic requirements of a Software-as-a-Service (SaaS) product development
and its operation [6]. This was a big milestone in managing the complexity of state-
of-the-art software development. But along with all advantages, some challenges
and risks were created as well. The most important challenges are related to the
resistance to change, the complexity of the tool chain, the maintenance efforts
in general and the cognitive load for developers. Unfortunately, these challenges
cannot be addressed on a long run by organizational changes or improving the
productivity of the development teams with more advanced agile methods based
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on scrum, extreme programming, or the like. The root cause of these challenges
are typically a combination of a rigid product and service strategy, monolithic
architectures, cumbersome release cycles and a low maturity in DevOps excellence

[7].

1.3 Technology Agility

Technology Agility is a pivotal aspect of modern business operations and as a
part of Business Agility, marked by the seamless integration of architecture vision,
continuous delivery, and DevOps excellence [8] to overcome a waterfall-based
build chain approach. Architecture vision serves as the guiding force, offering a
comprehensive blueprint that aligns technological initiatives with organizational
goals. This foresight ensures that systems are not only robust but also flexible,
adapting to evolving requirements and technological advancements (Fig. 1). Con-
tinuous delivery, a key aspect of Technology Agility, facilitates the swift and
reliable release of software updates, enabling organizations to respond promptly
to changing market demands [9, 10]. DevOps excellence further enhances agility by
fostering collaboration and automation across development and operations teams,
streamlining workflows, and accelerating the delivery pipeline. In concert, these
elements empower businesses to navigate the dynamic landscape of technology
with agility, fostering innovation and responsiveness in an ever-evolving digital
ecosystem [11].

a ) Technology agility
fast Increase ve/oc:{ty - Pivot vision and architecture
but loose stability - Continuous delivery
- DevOps excellence
Velocity Increase stabili.ty
but loose velocity
slow

fragile Stability stable

Fig. 1 Elasticity of velocity and stability to manage Technology Agility according to [8]
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2 Internal Developer Platforms and Cloud Platforms

Developer Platforms play a pivotal role in shaping the future of technology, serving
as the foundation upon which innovation thrives. With robust and user-friendly
Developer Platforms, developers are equipped to break barriers, transcend limits,
and build the next generation of groundbreaking applications.

In essence, motivating Developer Platforms is about fueling the passion and
ingenuity that progress, ensuring that developers have the tools they need to turn
their visions into reality [12]. Two different categories of Developer Platforms need
to be considered when analyzing the potential as well as the current limitations.
A Cloud Platform is commonly associated with a Platform-as-a-Service (PaaS),
where the runtime is overseen by the vendor whereas an Internal Developer Platform
(IDP) is typically grounded on-premise or in an Infrastructure-as-a-Service (IaaS)
environment and overseen by the organization itself (Fig. 2).

2.1 Internal Developer Platforms

An IDP is a tailored set of tools, practices, and infrastructure provided by an
organization to its internal development teams. It aims to streamline software
development by offering a centralized environment with standardized tools, frame-
works, and libraries. This promotes consistency, compliance, and best practices
across the organization [11]. Standardized development tools, frameworks, and
libraries play a crucial role by ensuring consistency and minimizing time spent
on individual environment configurations. Automation is a key component of an
IDP, incorporating automated build and deployment processes, CI/CD pipelines,
and testing to streamline the entire life cycle and reduce manual tasks. An IDP,
whether on-premise, cloud-based, or hybrid, provide IaaS, allowing development

Developer
Platform
[
: \
Internal Developer
Platform (IDP) Cloud Platform

: [

1 \ ‘
——————————————— Single-vendor Multi-vendor
| : i dominated approach
v v v Y i

On-prem Hybrid Cloud
----» deployed

Fig. 2 A categorization approach for Developer Platforms
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teams to concentrate on application creation without worrying about infrastructure
provisioning. Collaboration is facilitated through integration with version control
systems, communication platforms, and collaboration tools, promoting seamless
teamwork. Security features, code analysis, and quality assurance are embedded
in the platform, supported by documentation and examples to ensure adherence to
best practices. An IDP often expands to include tools for monitoring application
performance, issue tracking, and log collection, enabling rapid issue identification
and resolution. Ultimately, by offering a centralized and standardized development
environment, an IDP contributes to accelerated development cycles, enhanced
collaboration, and efficient resource utilization within the organization.

2.2 Cloud Platforms

A cloud platform incorporates a unified set of services and infrastructure compo-
nents for building, deploying, and managing applications in the cloud. Provided
by cloud service providers as PaaS, these platforms offer a spectrum of services,
from basic computing to advanced features like serverless computing, hybrid
databases, data analytics, IoT, and machine learning. They enable on-demand access
to computing resources over the internet, facilitating dynamic scaling without the
complexity of infrastructure management. Serverless computing allows users to run
code without server provisioning, ensuring automatic scaling based on demand,
with users paying only for actual compute resources used. Cloud platforms also
include services for secure user identity and access management, along with security
measures like encryption, firewalls, and monitoring tools to protect against unau-
thorized access and cyber threats. Additionally, they provide tools for monitoring
application performance, health, and analytics services for extracting insights from
data. Popular cloud platforms include Amazon Web Services (AWS) [13], Microsoft
Azure [14], Google Cloud Platform (GCP) [15], IBM Cloud [16], and Oracle Cloud
[17]. Organizations leverage these platforms to build, deploy, and scale applications
more efficiently, benefiting from the flexibility, scalability, and cost-effectiveness of
cloud computing.

2.3 Business Agility Requirements Mapped to Developer
Platforms

Business Agility and Developer Platforms are closely linked, with cloud com-
puting playing a crucial role in boosting the agility of modern businesses [18].
Developer Platforms facilitate swift provisioning of computing resources, essential
for scaling based on varying workloads or evolving business needs. This agility
allows businesses to respond promptly to changes in demand, ensuring efficient
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Table 1 Business agility requirements mapped to IDPs and cloud platforms

Business agility
Strategic alignment with
pivot capability and high
demand for change
responsiveness.

Iterative and incremental
value proposition, evaluation,
continuous reassessment, and
feedback loops.

Autonomous teams with
cross functional collaboration
and end-to-end view on the
service life cycle as well as
on the customer touchpoints
over time.

Predictability, antifragility,
resilience, and knowledge of
scalability requirements.

IDP

Change responsiveness is
depending on the integration
capabilities of the IDP. High
efforts for maintainability.

High maturity and knowledge
of continuous delivery,
monitoring, and
data-analytics capabilities are
required. Hyper-automation
is a key aspect.

Collaboration capabilities
and CI/CD help to keep track
on the entire life cycle.
Documentation, examples,
and trainings need to be
provided individually.
Development principles need
to be governed individually.

Scalability and resilience
need to be incorporated in the
design, implemented, and
controlled tightly, but cause
high efforts.

Cloud platform

Cloud platforms provide a
flexible and dynamic
environment, allowing
businesses to adapt quickly to
changes. Costs need to be
managed actively.

Basic built-in continuous
delivery and monitoring
capabilities are available.
Usually, data-analytics based
on the business model needs
to be considered individually.
Learning and improvement is
typically part of the PaaS
offering. Cloud platforms
offer collaboration services
and governance, but also
artificial intelligence or
serverless computing. Cross
functional teams can
experiment with new
technologies without
significant upfront
investments.

Reference architectures and
implementations provide an
out of the box scalability but
with an impact on the cost
allocation for the SaaS
model.

resource allocation and service delivery without delays. Table 1 summarizes the
basic business needs and how they map to either an IDP or a Cloud Platform.
A mature Developer Platform is a fundamental enabler of Business Agility by

providing the technological foundation for change responsiveness, innovation, rapid
deployment, and cost efficiency. Even if Cloud Platforms are nowadays able to
provide a rich foundation, the holistic view on a Developer Platform is a complex
system, and obviously, the design, implementation and operation need a systematic
approach to meet the outlined requirements.

3 Method Engineering for Technology Agility

Conceptual modeling methods are fundamental in managing complexity by employ-
ing abstraction for specific purposes. A comprehensive modeling approach encom-
passes a modeling language, a modeling procedure, and associated mechanisms and
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Modeling
Method
< used for
Mechanisms
- < usedin & Algorithms
Modeling
Technique
<« defines application of language Modeling
defines visualization p i
~ defines visualization b Modeling < deines Procedure
Language
guag meaning of
A
defines grammar
X visualizes » <« defines .
Notation Syntax meaning of Semantics

Fig. 3 Components of a modeling method [19]

algorithms (refer to Fig. 3 [19]). The core foundation of a modeling method is the
modeling language, which can be further divided into its syntactic elements (syn-
tax), graphical representation (notation), and meaning (semantics). The modeling
procedure outlines the steps taken by modelers and the outcomes achieved when
applying a modeling language to generate valid models. Mechanisms and algorithms
define the functionality, such as information retrieval, data acquisition, data analysis,
simulation, and transformation, that method engineers need to implement in a
corresponding modeling tool.

3.1 Agile Modeling Method Engineering (AMME)

Method Engineering for the design and implementation of a Developer Platform to
foster Technology Agility utilize modeling methods not only for the orchestration
or implementation of model-driven systems or automation but initially for creating
abstract representations with the purposes of understanding and communication,
as highlighted by Mylopoulos [20]. An additional emergent requirement is agility,
allowing metamodel concepts, building blocks and tool implementations to evolve
and adapt to changing method engineering needs.

The Agile Modeling Method Engineering (AMME) framework, as outlined in
[21, 22], advocates for an iterative life cycle depicted in Fig. 4. This framework
encompasses an engineering cycle that commences with knowledge acquisition
and requirements analysis (the create phase) and culminates in the deployment
of a functional modeling tool (the deploy phase). The intervening stages involve
design (yielding a specification of the modeling method building blocks), formalize
(resulting in a formalism-oriented specification), and develop (resulting in an
implemented modeling tool). Method engineers can incorporate micro iterations
between the design and develop phases for swift adjustments, bypassing other
phases.
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Create Formalise

AV
AV

Deploy/Validate

AV
yANV4

Design Develop

Fig. 4 AMME Framework and agile life cycle [22]

The AMME framework’s iterative and incremental nature fosters agility by
anticipating the evolution of modeling requirements, like the way agile software
development principles arose from the need for responsiveness and manageable
granularity in software engineering [23]. As depicted in Fig. 4, a feedback loop
exists between this engineering cycle and an evaluation cycle, grounded in hands-
on experience with the deployed prototype.

3.2 Metamodel for the Design of Developer Platforms

In the past, software development excellence relied on the creativity and conceptual
strength of teams, operating within transparent abstraction layers and implicit sup-
ply chains. These skills remain pivotal in today’s software development, although
in a completely different environment.

The evolving abstraction layers and supply chain act as both enablers and
sources of complexity. Many companies attempt to navigate this complexity through
tool implementation and the adoption of best practices. However, for some, this
strategy results in substantial overspending on resources and money for tool chain
and technology management. Ultimately, excessive focus on internal housekeeping
contradicts to the ability to swiftly adapt to changing business requirements and
align software products with market needs. To solve this problem, a simple
Metamodel (Fig. 5), developed with the utilization of the AMME Framework, can
be used as a blueprint to work on the concepts before investing in the development
and maintenance of a Developer Platform. Every element within the metamodel
represents a crucial facet of a Developer Platform and should be contemplated at a
conceptual level. The subsequent sections outline these concepts and offer insights
that must be considered for the successful implementation of the platform.
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Developer .
. P Cognitive Load
Experience
A A
values is exposed to
<« uses <« guides
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implemented in
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Fig. 5 A metamodel for design, build, operation, and maintenance of a Developer Platform
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Fig. 6 Basic Requirements for a Developer Platform with some core characteristics

4 Requirements

Commencing with the establishment of prerequisites for designing and implement-
ing a Developer Platform, the software architecture and technology stack play a
crucial role in determining differences, whether in scope or required maturity level
for each identified requirement. Nevertheless, in a second step, a generalization can
be applied to compile a map of requirements which can be used as a baseline for
further identification of requirements or a deep dive into a single requirement.
Figure 6 outlines such a map of requirements. The basic requirements can be
directly assigned to the metamodel presented in Fig. 5, whereas the presented core
characteristics are just examples of details for some of the basic requirements to
demonstrate the further drill-down which might be necessary when it comes to a
specific software architecture or technology stack. Already in this early phase of
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method engineering based on the Metamodel outlined in Fig. 5, not only the scope
of the requirements is important but also the expected maturity level and related
Key Performance Indicators (KPIs). It is highly recommended to define some KPIs
in an early stage of the process to make sure that an agile, incremental design
and implementation can be monitored. With a clear picture of the requirements,
the method engineer can choose, enrich, and identify capabilities for the Developer
Platform.

5 Capabilities and Self-Service

Typically, DevOps and Agile Best Practices deliver a set of standard capabilities to
be utilized for the implementation on a Developer Platform. A set of examples is
outlined in Fig. 7.

The provided capabilities are on the one hand side a big advantage but to some
extent also a risk to fail because of three basic issues that need to be solved:

o Alignment of requirements with capabilities to ensure that the capability not only
addresses or enhances the requirement at a local level but also contributes to a
comprehensive end-to-end life cycle.

< enables
Capability
. incorporates p
Self Service ; b Lo
SDK i 1 Codereview | | Al support
| Documentation | |  Examples | | Collaboration |
implemented in iririlﬁgéélza’tri;}\””
v ; (API)
| . } : Vulnerability } : Compatibility }
| Secure coding : ‘ checks | ‘ checks
Implement/integrates » . ; i T T
Service : . . Cl/cD Lo Test
i Version control | - I .
| : Pipelines 1 1 automation
organised in T o
! Release Vo Vo .
v : Management : : Deployment ; : Scalability
Stage : Monitoring | | Analytics
Features Resources Processes Knowledge Skills
Vendor-managed Self-managed Level of Developer
resources resources standardisation experience

Fig. 7 Extending the Capability of the Metamodel presented in Fig. 5
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* Composition and Assessment of Capabilities and not only the integration of tools
to facilitate informed decisions and change responsiveness.

* Foster DevOps principles with the support of Self-Service as a Capability to
compose, create, extend, or change capabilities.

The following examples aim to inspire and raise awareness about the three issues,
encouraging the utilization of metamodeling concepts for designing Developer
Platforms. This approach eventually fulfills the needs of Technology Agility and,
in turn, nurturing Business Agility.

5.1 Alignment of Requirements with Capabilities

A Developer Platform encompasses a range of capabilities designed to facilitate and
enhance the software development process. Some key capabilities of a Developer
Platform are outlined in Fig. 7. Every capability required to construct a Developer
Platform is interconnected and represents not only a set of features but a systematic
and coordinated management of features, resources, processes, knowledge, and
skills. In the process of aligning requirements with capabilities, all these aspects of
a capability need to be aligned. Otherwise, a perfect new feature will be integrated
in the capability map, but the organization has no knowledge or skills to integrate
the processes into the existing ones. Or maybe even the processes coming with
the capability are not fitting the overall requirements for Quality, Compliance or
Security.

5.2 Composition and Assessment of Capabilities

The composition of capabilities is a key aspect to achieving change responsiveness
and informed decision-making as soon as new capabilities are onboarded or changes
with a high impact need to be considered.

Figure 8 shows an example of such a composition. The capability “Secure
Coding” needs to be integrated in an existing Capability map where “Quality”
with its detailed capabilities already exists. When analyzing the capabilities, it is
discovered that the capability “Code analysis” exists in both. To further analyze
the Capabilities, the Metamodel in Fig. 7 can be used to determine the features,
resources, processes, knowledge, and skills already existing because of the existence
of “Quality” and how to integrate the new features, resources, processes, knowledge,
and skills needed for “Secure Coding”. The composition of capabilities using the
proposed conceptual integration allows the evaluation of effectiveness and maturity.
This assessment helps identify strengths, weaknesses, and areas for improvement,
allowing the organization to prioritize its efforts in the creation, re-composition, or
change of capabilities.
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Fig. 8 Conceptual integration of two Capabilities “Quality” & “Secure Coding”

5.3 Self-Service as a Capability

To cater to the requirements of Technology Agility, a Developer Platform should
incorporate self-service capabilities. This encompasses the provision of a portal
service equipped with tools, resources, and documentation, enabling developers to
independently explore, comprehend, and leverage the capabilities and underlying
services of the platform. Such a portal offers an easy way to support the use case
of capability composition presented in Fig. 8 on a conceptual level before the
orchestration or implementation of services is triggered. Working on the level of
capabilities enables the developer to instantiate the capability for every new integra-
tion with other capabilities and manifest this conceptual integration in a template.
Next to the single capabilities also the templates will be provided in the self-
service portal for further re-use. Once a template is released, the integration on the
underlying services can be done. Eventually, a specific capability as well as a native
capability for further integrations will be available in different templates (Fig. 9).

6 Service Orchestration and Stages

Developer Platform services orchestration involves the coordinated management
and integration of various tools and processes within a development environment
to streamline and automate the software development life cycle. This orches-
tration encompasses workflow automation, service integration, APl management,
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Service 1 Service 2 Service 3 Service 4 Service 5

integration

Fig. 9 Templates: conceptual level (capabilities) and technical integration (services)

containerization, microservices orchestration, event-driven architecture, security
measures, collaborative development tools, feedback loops, and environment pro-
visioning [24].

Service orchestration of the Developer Platform involves managing the state of
the entire process. The orchestrator maintains information about the current state of
the workflow and uses this information to make decisions about the next steps in
the process and different stages. In addition, the stages outlined in Fig. 10 require
long-running Processes [25]. Orchestrating services allows for greater scalability
and flexibility in the overall system. New services can be added, and existing ones
can be modified or replaced without disrupting the entire workflow. Monitoring
tools can track the progress of each service, providing insights into performance,
bottlenecks, and overall efficiency.

7 Developer Experience and Cognitive Load

Developer experience (DX) and cognitive load are interconnected concepts in
software development, both playing crucial roles in influencing the productivity
and satisfaction of developers. DX is the overall experience that developers have
while using tools, frameworks, libraries, and other resources in the process of
software development. A positive DX contributes to increased productivity, faster
development cycles, and a more enjoyable work environment for developers.

Cognitive Load, on the other hand, refers to the mental effort required for a
person to complete a particular task. It is divided into three main types:
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P

Intrinsic Cognitive Load refers to the inherent difficulty of a task.

Extrinsic Cognitive Load refers to the extra cognitive burden placed on individu-
als due to the way a task is presented or organized.

Germane Cognitive Load pertains to the cognitive load associated with the
organization and comprehension of information, playing a role in learning and
problem-solving.

Good DX aims to reduce the cognitive load associated with using a Developer
Platform. Intuitive interfaces, clear documentation, and consistent design contribute
to lower extrinsic cognitive load. Developers can focus more on the intrinsic
cognitive load of solving complex problems rather than struggling with the tools
themselves [26] (Table 2).

A positive DX minimizes the learning curve for new tools and technologies,
reducing the extrinsic cognitive load during onboarding. Well-structured docu-
mentation, tutorials, and examples contribute to a smoother learning experience,
lessening the cognitive load associated with acquiring new skills. Timely and
informative feedback from development tools helps reduce the cognitive load
associated with debugging and troubleshooting. Clear error messages, effective
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Table 2 Developer experience [27]

Aspect Meaning Characteristics
Conation | How do developers see the value of Goals, plans, alignment
their contribution? Intention, motivation, commitment
Affect How do developers feel about their Respect, team, social
work? Attachment, belonging
Cognition | How do developers perceive the Platform, techniques, process
development infrastructure? Skill, procedures

logging, and interactive debugging tools contribute to a more efficient resolution of
issues, minimizing frustration and cognitive load. Consistency in design, behavior,
and conventions across different tools and components contributes to a lower
extrinsic cognitive load. Predictable behaviors help developers form mental models,
reducing the cognitive load associated with understanding how tools and systems
work.

8 Developer Platform Metrics and Key Performance
Indicators

DevOps metrics and Key Performance Indicators (KPIs) are essential for measuring
the effectiveness, efficiency, and overall performance of a Developer Platform [28].
These metrics help teams understand their progress, identify areas for improvement,
and make data-driven decisions to optimize the software development and delivery
process. Table 3 shows the essence of these KPIs. Whereas Deployment Frequency
and Lead Time for Changes indicate velocity, Mean Time to Recover and Change
Failure Rate indicate stability, both requirements introduced in Fig. 1.

Deployment Frequency represents the number of deployments or releases within
a specific timeframe (e.g., weekly, or monthly). Increased deployment frequency
indicates the ability to deliver changes quickly and respond to user needs.

Lead Time for Changes represents the time it takes for a code change to go from
commit to production. Short lead times signify efficient development and delivery
processes.

Mean Time to Recover (MTTR) represents the average time it takes to restore
service after a production incident or outage. A lower MTTR indicates effective
incident response and resolution capabilities.

Change Failure Rate represents the percentage of changes or deployments that
result in a failure. A low change failure rate reflects the reliability and stability of
the deployment process.

Additional KPIs must be considered to elevate the maturity level of the Developer
Platform and cultivate increased responsibility among all developers.

Deployment Success Rate represents the percentage of successful deployments
compared to the total number of deployments. A high deployment success rate
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Table 3 Software delivery performance: DORA metrics [29]

KPI How to interpret the KPI? Target of elite organizations
Development | For the primary application or service, you | On-demand (multiple
frequency work on, how often does your organization | deployments per day)
deploy code to production or release it to
end users?

Lead time for | For the primary application or service, you | Less than one hour
change work on, what is your lead time for changes

(i.e., how long does it take to go from code

committed to code successfully running in

production?

Time to restore | For the primary application or service, you | Less than one hour
service work on, how long does it generally take to

restore service when a service incident or a

defect that impacts users occurs (e.g.,

unplanned outage or service impairment)?

Change failure | For the primary application or service, you | 0-15%
rate work on, what percentage of changes to

production or released to users result in

degraded service (e.g., lead to service

impairment or service outage) and

subsequently require remediation (e.g.,

require a hotfix, rollback, fix forward,

patch)?

indicates the reliability of the deployment pipeline and the effectiveness of the
Developer Platform capabilities.

Code Churn represents the frequency and extent of code changes or modifi-
cations. Monitoring code churn helps identify areas of high development activity,
which may require additional attention for quality assurance and quality control.

Test Automation Coverage represents the percentage of automated tests covering
the codebase. Higher test automation coverage ensures more comprehensive testing
and faster feedback for quality control.

Incident Volume and Severity represents the number and severity of incidents
reported. A decrease in incident volume and severity indicates improved system
stability.

Mean Time Between Failures (MTBF) represents the average time between
system failures. A higher MTBF suggests increased system reliability and resilience.

Work in Progress (WIP) represents the number of tasks or user stories in progress
at any given time. Monitoring WIP helps manage workloads and ensures a balanced
flow of tasks.

Deployment Cost represents the cost associated with each deployment. Reducing
deployment costs supports efficiency and resource optimization.

Customer Satisfaction tries to get some indicators using surveys, feedback, or Net
Promoter Score (NPS) related to the delivered service. Positive customer feedback
reflects the impact of DevOps practices on end-user experience.
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Employee Satisfaction tries to get some indication related to job satisfaction
using Employee surveys or feedback. Satisfied and engaged teams are more likely
to contribute to a successful DevOps culture.

It’s essential to tailor the selection of metrics and KPIs to align with the specific
goals, priorities, and context of the organization. Regularly reviewing and adjusting
these metrics allows teams to adapt and continuously improve their Developer
Platforms and DevOps practices.

9 Conclusion

The design, build, operation, and maintenance of a Developer Platform goes
beyond the classic tool implementation projects. It requires a strong focus on the
conceptual work upfront to avoid monolithic, rigid, and complex tool chains which
are difficult to manage and by no means responsive for changes. The metamodel
outlined in Fig. 5, along with the more detailed perspectives in the subsequent
sections, aims to provide insight and the foundation for further investment in
conceptual aspects. This could involve the introduction of roadmap planning,
investment planning, change expectation planning, maturity assessments, and even
risk management for the Developer Platform. Once implemented, every facet of
the platform contributes to the formation of a responsive service ecosystem built
on continuous life cycle management. The ability to adapt to changes is crucial
for business success and significantly impacts the overall prosperity of a software
development organization.
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Semantics-Driven Systems Engineering: )
Requirements and Prerequisites for a Qe
New Flavor of Model-Driven Engineering

Robert Andrei Buchmann

Abstract Model-driven engineering (MDE) traditionally relied on a generic notion
of “model transformation” to bridge design with software implementation, or the so-
called “design-time” and “run-time” phases of systems engineering. Frameworks
to support this have been standardized, leading to formal specifications such as
MOF or XMI. The field is dominated by XML serializations for perhaps historical
reasons, at a time when XML seemed to be an interoperability paradigm more than a
(meta)language and was holistically adopted for all model interchange and bridging
concerns in MDE.

This chapter discusses an emergent notion of “Semantics-driven systems engi-
neering” (SDSE) as a specific flavor of MDE and argues that knowledge represen-
tation must take over the role traditionally allocated to XML, as custom semantics
must be made available to engineering processes and digital artifacts by means of
knowledge capture tools. SDSE may be superseded by the generic MDE notions if
we abstract away its pragmatic characteristics; however, this chapter advocates that
it is worth examining its specialized characteristics having both methodological and
technological specificity. They can inform research and practice on requirements
and pre-requisites to potentially streamline SDSE as a repeatable process and as a
practice expanding the value proposition of domain-specific conceptual modeling,
to be highlighted here through examples derived from OMiLAB educational or
research projects.
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1 Introduction

Model-driven engineering (MDE) [1], in its traditional interpretation, relies on a
generic notion of “model transformation” to turn diagrammatic conceptual models
into running code, or to turn models into other models—further subjected to pro-
cessing for design-time purposes (e.g. simulation) or to bindings to a technological
environment (i.e. platform-specific models). In terms of standards, this has been
supported by formal specifications such as MOF [2] or XMI [3], with XML
schemas being the dominant way to go for standard model serializations, storage
or interchange. The adoption of XML as an interoperability paradigm has led to
competing schemas, e.g. XPDL, BPMN XML for business process representation,
or schemas that evolved to address diverging requirements, e.g. BPEL to bridge
business processes with Web services.

However, conceptual models, including domain-specific or platform-specific
ones, are fundamentally used to capture knowledge and therefore should benefit
from means of knowledge representation feeding into knowledge-driven engineer-
ing processes or artifacts. Repurposing data exchange formats to achieve machine-
readability of models seems somewhat forced when knowledge representation
formats, just as stable and robustly formalized, have been available for a while,
typically converging to graph structures (semantic networks, conceptual graphs) that
are closer to the “boxes-and-arrows” typically involved in diagrammatic modeling
or knowledge visualization. Refactoring diagrammatic structures to fit the XML
DOM tree may not be very difficult but adds an extra layer and transformation
effort—which may be hidden to some extent by tools, but this also takes away
freedom of modelers or engineers to flexibly query and incorporate domain-
specific semantic networks into the model-driven engineering processes. The term
(model) “query” is often superseded by the dominant but generic notion of “model
transformation”. Notable exceptions can be found in the field of business process
management where there’s been long term interest in process querying methods [4],
and a few experimental query languages such as GMQL [5] or VMQL [6], relying
on subgraph searching and matching.

At the convergence of interoperability standards (including here the semantic
interoperability aspect) and subgraph searching/matching there lies at least one
robust standard—the Resource Description Framework (RDF) [7], complemented
by the industry-driven CypherQL for labelled property graphs [8], and potentially
leading to a unifying Graph Query Language standard [9].

Based on this observation, we’ve introduced in [10] the notion of Linked Open
Models, where the Linked Open Data principles for distributed graph data were
repurposed for (a) diagrammatic content, (b) model annotations (including data
structures attached to model elements e.g. for simulation purposes or as runtime
traces), and (c) model links commonly used for inter-model navigation. Essentially
this offers the possibility to treat diagrammatic models for any domain as RDF
graphs, including the possibility to link model elements to existing ontologies or
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external live resources, to incorporate them into rule-based systems and to expose
them to SPARQL clients.

At that time, the work emerged in a limited project scope—i.e. as part of the
Comvantage domain-specific modeling method, based on model transformation
patterns reported in [11] and initially implemented for the ADOxx metamodeling
platform [12]. Later this was incorporated in the Bee-Up educational tool [13],
thus offering the possibility to apply the Linked Open Models treatment to BPMN
models (a direction also pursued by other researchers in [14]), to UML models (a
direction also pursued via labelled property graphs in [15]), to Petri Nets, DMN
models, EPC models and others. As the design space offered by the Bee-Up tool
iteratively expands, its semantic enrichment features have been presented as tutorials
in several conferences. e.g. ER 2023 [16]. Outside the Bee-Up tool, a generalized
value proposition was enabled by offering the ADOxx-to-RDF convertor as an
ADOxx plug-in, thus facilitating its adoption across many projects—the plug-in
can be obtained at [17] and was used to demonstrate OWL reasoning patterns over
a domain-specific language, in [18].

From the recurrent application of the plug-in across different application areas,
a repeatable engineering process took shape, which is generalized here under
the label of Semantics-driven Systems Engineering (SDSE). Requirements, pre-
requisites, and further opportunities for consolidating this as a specific flavor of
MDE will be gleaned in the following sections, based on observations on how this
engineering process played out in two types of contexts: (a) in student projects,
as the ADOxx-to-RDF convertor was adopted to address the “conceptual modeling
education design problem” formulated in [19] from a Design Science perspective
and motivated a novel teaching method [20]; students are regularly using this
in knowledge engineering tasks, exploiting the interplay between domain-specific
modeling and knowledge graphs, some of their work being reported in a number of
student research papers [21]; (b) in research projects, demonstrating cross-domain
applicability and advocating a long term shift of MDE tools towards a graph-
based treatment of model contents [18]. Further reports on employing knowledge
representation in model-driven engineering processes are expected to derive from
the dedicated workshop series KG4SDSE—Knowledge Graphs for Semantics-
driven Systems Engineering [50].

The remainder of this paper is structured as follows: Section 2 will highlight the
characteristics of SDSE based on a minimalist deployment example. Section 3 will
summarize past cases and projects that contributed to synthesizing SDSE. Section 4
will derive requirements and pre-requisite tooling that must be organized to deploy
SDSE as a streamlined method. The paper ends with a concluding discussion
in support of a shifting role for conceptual modeling towards future information
systems.
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2 Characteristics of Semantics-Driven Systems Engineering

We are experimenting with SDSE in the context of the OMiLAB Digital Innovation
Environment [22]—a teaching and demonstrator installation incorporating several
toolkits, robotic devices and adapters for model-driven engineering or operation.

One of the components of this installation is the “cooking robotic arm” that
can interact with modeling environments or knowledge structures in various
ways, as suggested by Fig. 1, which points to three flavors of model-driven
engineering. All three rely on a flowcharting DSML (domain-specific modeling lan-
guage) that extends classic flowcharting to describe both platform-specific atomic
abstractions—robotic movements—and, aggregating on top of those, scenario-
specific abstractions—cooking recipes and resources (ingredients, tooling). The
physical ingredients are images on laminated cards to be picked by the robotic arm
and stacked on a plate according to the order of cooking steps in a recipe. The three
demonstrated flavors of MDE are:

(a) Traditional MDE, where specific constructs of the DSML are converted into
parameterized executable code, i.e. into HTTP requests to trigger the robotic
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movements. Ingredient positions are hardcoded as diagram annotations. The
user gets to select the preferred recipe based on decision nodes present in the
flowchart.

(b) We label as semantics-driven engineering the configuration where the cooking
recipes are converted into a knowledge graph (RDF-based) governed by the
DSML metamodel and additional annotations. It stores ingredient positions as
data properties in ingredient descriptions linked to the recipe steps, besides
quantities, types, and any other property—captured either as diagram anno-
tations or added afterwards into the graph itself. This knowledge graph is
exposed to SPARQL queries to identify at run-time the recipe steps, ingredient
requirements or incompatibilities, before the actual robotic movement requests
are executed on the ingredient positions. The user provides domain-specific
constraints and rules and based on those recipe matching is performed—
Fig. 2 suggests how a DSML can describe user preferences, to be matched
by SPARQL against the knowledge graph to get matching recipe suggestions.
User-provided rules may enforce semantic validation (e.g. are the vegan recipes
really avoiding animal by-products?), retrieve relationship-driven information

Recipe Selection from
Knowledge Graph

a2 Behavior
REQUESTED RECIPE CONSTRAINTS Enactment
(NATURAL LANGUAGE, LARATIVE VISUAL DSML,

. A via diagrammatic environment)
via large language model services):

- has no meat

- has kidney beans; if not available,
chickpeas

- has tomatoes

- has light sauce, optional

Fig. 2 Domain-specific semantic input from the user (natural language or diagrammatic)
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(which are the recipes using ingredient X after ingredient Y ?), compute relevant
aggregations (build the list of ingredients and the total cost for a selected meal).
Large language model services can be involved to collect user preferences
or queries via natural language—a feature popular with recent versions of
semantic graph databases [23], although a loss of reliability manifests due to
the stochastic nature of such services and further experimentation is needed to
assess the effectiveness of prompt engineering approaches, depending on the
choice of ontology, domain-specific jargon etc.

(c) Semantics-driven engineering can be further complemented by sensory capa-
bilities if a smart Webcam service performs image recognition and updates the
ingredient positions accordingly, rather than having them manually edited or
hardcoded in diagram annotations. This leads to a hybrid symbolic-subsymbolic
service orchestration where ad-hoc sensory data complements the persistent
rule-driven knowledge base. The configuration mimics the slow thinking/fast
thinking duality [24], between decisions made on a priori knowledge structure
(i.e. before the cooking starts) and run-time decisions involving sensors (e.g.
ingredient missing during cooking).

Based on this minimalist configuration, one can infer what differentiates the
generic notion of “model transformation” according to traditional MDE from
semantics-driven engineering—i.e. the MDE reliance on a fixed, often standard,
metamodel subjected to stable mappings to platform-specific executable abstrac-
tions. In SDSE, an evolving DSML, potentially also expanded by ad-hoc linking
to external taxonomies, gradually incorporates the necessary domain-specific types
and relationships by means of metamodeling, to ensure sufficient competency for
the expected semantic queries and reasoning rules. Model contents are employed
as a knowledge base to be queried by run-time or configuration-time code, rather
than as a more abstract/visual version of executable code. This is in line with earlier
interpretations of being “model-driven”—i.e. models being used as blueprints by
a human agent (software developer) who looks at them to understand design
decisions they need to implement or enact; only this time, the “look and understand”
effort is transferred to artificial agents with the help of semantic queries and
purposeful domain-specificity that must be captured agilely, in a DSML responsive
to competency requirements.

This reclaims a user-oriented (i.e. low code) metamodeling environment to sup-
port the semantic definition of types and relationships—including multi-hop rela-
tionships that get explicit meaning via rules; inferencing/constraining can also be
added by advanced knowledge engineers via mechanisms based on OWL/SHACL,
however modeling environments and CASE tools typically lack such features.

This is not to say that the traditional notion of “model transformation” from
MDE does not already cover graph rewriting, matching, path finding, and other
operations involved in semantic graph querying—but it is worth separating SDSE
as a flavor of MDE that places more emphasis on management of semantics instead
of management of code complexity, mappings and structure. Such a repeatable
process is generalized in Fig. 3, which distinguishes the need for explicit stages
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Fig. 3 High level view on SDSE as a repeatable process

dedicated to (a) DSML conceptualization by metamodeling (OMiLAB’s Agile
Modeling Method Engineering framework [25] is depicted for that part), (b) DSML
use for diagrammatic knowledge capture and annotation, (c) knowledge graph
derivation from the DSML metamodel, models, annotations and additional user-
provided input, (d) semantics-driven feature parameterization, and (e) the feedback
loops necessary to respond to evolving competency requirements—informed by the
functional requirements of the final artifact.

3 Exemplary Cases

Several exemplary cases are referenced here and depicted in Fig. 4, where SDSE
emerged as a recurrent pattern—particularly from a project management (i.e. task
structuring) perspective, but also from a technological specificity perspective. These
are student projects that started from developing DSMLs for narrow scopes and
evolved towards building artifacts operated according to the semantics captured
by those DSML and some auxiliary descriptions (e.g. diagrammatic annotations,
natural language).

(a) Inthe project summarized by paper [26], the conceptualization of agile software
projects informed a DSML for decomposing and describing a software project
in terms of epics, user stories and a backlog items taxonomy. This was, on one
hand, used to populate a Jira project with the diagrammatically defined roles
and backlog; on the other hand, it was further linked to an existing BPMN and
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UML implementation to allow the mapping of backlog items to either structural
components of the software project (UML components and use cases) or to
the user interface processes where user stories belong (as a specialization of
BPMN);

(b) In the project summarized by paper [27], a DSML was engineered to prescribe
flows of drone actions, not unlike the cooking robot recipes introduced in the
previous section. A Spacy-based interface “compiled” natural language descrip-
tions of drone flight missions into the structured processes conforming the
DSML, further enriched by technology-specific or mission-specific properties;

(c) In the project summarized by paper [28], BPMN was customized into a DSML
for describing user experience processes consisting of granular user actions
conforming a UX taxonomy and mapped on user interface elements. This
supports a knowledge management approach to Robotic Process Automation
projects where user interface processes must be re-engineered to facilitate
automation.
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4 Prerequisites and Requirements for a Streamlined SDSE

In order to support the characteristics described in Sect. 2, adequate methodological
and technological/tooling support is needed, currently available as ingredients that
can be repurposed from different fields—from DSML engineering platforms to
graph database management systems, natural language processing toolkits or large
language model services. This paper’s proposal of an explicit flavor of MDE
emerged by employing these ingredients for project-specific needs in articulated
and repeatable engineering processes such as the one synthesized in Fig. 3.

A critical prerequisite is to have model storage and interchange delegated to
knowledge representation and reasoning techniques, instead of the dominant XML-
based formats imposed since the times of syntactic interoperability challenges. Even
the current drafts of OMG’s specifications, e.g. XMI, now rely on UUIDs as identi-
fiers of model elements to expand the scope of their identification. This can also be
achieved with the URIs employed by Linked Open Data, with the additional benefit
of having all identities Web-scoped and benefitting from structured identifiers—e.g.
for hierarchical namespacing, or the possibility of dereferencing model elements
demonstrated in [29].

The second prerequisite is to hide as much as possible of the underlying
technological specificity needed for model serialization and storage, so that cit-
izen knowledge capture becomes possible with as little technological friction as
possible. “Boxes-and-arrows” sketching techniques are quite common (e.g. mind
mapping), storyboarding for design thinking is also increasingly popular [30]—the
user experience for domain-specific semantics capture should not be much more
complicated, benefitting from semantic transparency on graphical level to facilitate
human memorability and communication.

A third key prerequisite is that the knowledge capture should also support
conceptualization evolution, e.g. by combining the use of a DSML with meta-
modeling means that can adjust the modeling competency and semantic richness
of that DSML. As Fig. 3 shows in the conceptualization cycle box, we employed
in our experience with SDSE the Agile Modeling Method Engineering (AMME)
framework [25], specifically devised to methodologically guide the evolution and
fast prototyping of a DSML in response to requirements for an expanding semantic
space and model competency.

Out of these prerequisites, one can generalize requirements for future fully-
fledged platforms that may be dedicated to streamlining this as a development
process, or even as a software product line. Therefore, the requirements listed below
extrapolate beyond the concrete tooling on which the reported examples were based:

Requirement 1. Visual semantic network manipulation. Knowing subjects
(i.e. domain experts, but also citizens that possess limited but relevant problem-
specific knowledge), should be empowered to build knowledge graphs by means that
are visually expressive and familiar to laypersons. Those means should not be too
different from common mind mapping and “boxes-and-arrows” sketching, possibly
even involving natural language input to the knowledge structuring environment.
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Even in the absence of technical expertise related to ontology engineering or graph
serializations, users must be able to create graph data structures and populate them
with datasets if needed. The tradition of metamodeling can provide best practices
and methodology for building visual tools that abstract away, in a “low code”
manner, the technical machine-oriented details while ensuring dynamic, interactive,
and semantically transparent notation in the sense of Moody’s principles [31].
Multi-mode switching and a frictionless experience should allow users to avoid
visual cluttering, hide details, establish links across multi-perspective diagrams,
switch between boxes-and-arrows sketching and tabular editing. Currently most
visual knowledge graph tools are either visualizers-only [32] or ontology editors
tightly coupled to the OWL jargon [33]. The envisioned user experience should
achieve what spreadsheets or visual forms achieved for tabular/relational database
management, supporting citizens with both designing and populating knowledge
structures, on top of powerful “under-the-hood” means for storing and exposing
those structures to engineering processes.

Requirement 2. Under-the-hood semantic graphs. Model storage and inter-
change formats should move away from legacy data interchange solutions and from
the associated retrieval mechanisms (XML with XPath, DOM parsing) towards
technologies that are by default amenable to navigating semantic networks—
i.e. semantic graph databases for which robust tooling is now widely available,
with RDF and labelled property graphs as dominant solutions and a future GQL
standard promising technological unification. This can bring the visual networked
knowledge manipulation closer to the machine-level manipulation, while removing
the artificial hierarchical abstraction layer imposed by the DOM parsers. It can also
enable semantic linking and enrichment outside the visual environment, as in the
repurposing of Linked Open Data principles for Linked Open Models [10] or for
linking model elements to run-time traces [34]. This can further have implications
on other related paradigms—e.g. contextualizing event logs by moving away from
their XML representation, as recent research stresses the need for a semantic
approach to process mining [35]. An intermediate abstraction layer may still be
necessary to achieve a technology-agnostic user experience, but the maintenance of
mappings and model transformations between graphs of different flavors (visual,
RDF, LPG) should become more straightforward.

Requirement 3. Technology-agnostic user experience with platform-specific
transformations. Abstracting away technical details also means avoidance, in the
diagramming experience, of technology-specific jargon pertaining to the technical
solution “under the hood”. Avoiding RDF/OWL or Neo4] jargon is critical, allowing
users to focus on building networks of associations with visual simplifications for
complex patterns (blank nodes, n-ary relationships, RDF-star). While a complete
avoidance of technical jargon may not be realistic, a Pareto principle of handling
most graph structures with minimal technical jargon should be applied, gradually
requiring technical expertise for corner, cases or as the citizen knowledge capture
stage feeds into to the semantics-driven artifact engineering. A DSML can unify
graph abstractions that are technology-agnostic and intuitive enough for a visual
diagramming experience, while allowing for a choice of diverse transformations to
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diverse technologies—RDF serializations, CypherQL scripts etc. Semantic anno-
tation and linking to resources outside the visual environment should be similarly
supported.

Requirement 4. Granular knowledge edits. A seamless user experience also
implies that granular edits must be synchronized between the visual environment
and the semantic graph repository. Projects hereby referenced used an ADOxx plug-
in for manual export/import of entire diagrams, even when a single element is edited.
This was slightly improved in Bee-Up’s implementation where the RDF generation
works as simple as a Save as operation, but still produces a file to be manually
loaded into a semantic graph database. A streamlined experience should maintain
in synch the diagrammatic environment and the semantic graph storage, via the
available interoperability interfaces offered by knowledge graph platforms (e.g.
SPARQL HTTP protocol, Neo4J Bolt protocol). Actually, a graph database should
be the primary model repository for any kind of diagrammatic model, rather than
a secondary “export” feature or plug-in. Modeling tools should include features for
semantic annotation, URI dereferencing or ontology alignment—to make it obvious
that conceptual modeling is really about refining, communicating and managing
semantics.

Requirement 5. Explicit management of modeling requirements. The knowl-
edge graph that knowing subjects will build must be informed by explicit com-
petency requirements—derived from the model-driven artifacts to be engineered
and satisfied by the DSML used for knowledge capture. This has two critical
implications:

— The first refers to sacrificing a traditional characteristic of ontologies, of rep-
resenting a consensus (shared) conceptualization of a domain—which implies
knowledge stability, reuse, but also rigidity in the face of evolving require-
ments. Instead, enterprise-specific or even project-specific small scale knowledge
schemas get prioritized in SDSE, possibly hybridizing available ontology terms,
but also improvising new constructs—perhaps oversimplified, agreed upon in
narrow scopes, or selected based on purpose, not unlike preferring Schema.org
concepts to achieve SEO benefits in the Web. Enterprise knowledge graphs
may include enterprise-specific concepts derived from internal practices that are
irrelevant outside that company or must be obfuscated against external agents. A
notion of “personal knowledge graphs” [36] is also emerging, potentially involv-
ing subjective perspectives tightly coupled to personal purpose. This leads to a
potentially explosive heterogeneity of conceptualizations—it can be mitigated
by ontology alignment techniques, or it may be tolerated if democratization and
decentralization is what we actually aim for in citizen knowledge capture spaces;

— The second implication is that dedicated means for managing the knowledge
graph requirements must be devised, as a distinct class from the requirements
pertaining to end user-facing software components. This class of requirements,
occasionally referred to in this paper as “competency requirements”, are depen-
dent on functional or data requirements and should be traceable too those, but
is typically neglected and very limited tooling and methodological support is
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available for managing it. A proposal was made in the form of the CoChaCo
modeling tool [37] which maps metamodel elements to stakeholder purposes
and model-driven features built for those purposes. It was originally introduced
for mapping DSML requirements in OMiLAB projects but it is equally appli-
cable to mapping ontology constructs to competency questions and functional
requirements pertaining to user-facing features. A fully-fledged production line
for SDSE may even generate initial drafts of visual knowledge graphs or DSML
metamodels out of such visually modelled requirements—CoChaCo has some
documentation generation capabilities in this sense.

Requirement 6. Agile metamodeling. A framework for characterizing modeling
languages, tools or methods was proposed under the name ‘Purpose-Specificity
Framework™ [38], where purpose and specificity are seen as orthogonal dimensions
instead of the traditional dichotomy between “general purpose” and “domain-
specific’. DSMLs and their tools must be “agile” in the sense that they must
shift in this space of purpose diversity (execution, simulation, configuration etc.)
and specificity levels (technology-specific, case-specific, formalism-specific etc.)
in response to changing requirements. Semantic queries and reasoning rules could
have varying degrees of prescription—awareness of some schema parts, discovery
of previously unknown relationships (e.g. as in DESCRIBE SPARQL queries), or
a mix of “expected” and “discovered” properties to be navigated or filtered by the
model-driven clients. The DSML employed for knowledge capture must be able
to accommodate this need for flexibility, instead of imposing a rigid metamodel to
prescribe some fixed mappings.

Requirement 7. Seamless metamodeling experience. In addition to metamod-
eling agility, it should be possible for arbitrary domain semantics to be added
on-the-fly, by flexibly crossing over the traditional separation between MOF levels.
This is achieved in recent versions of some metamodeling platforms (e.g. ADOxx
starting with 1.8 allows metamodel editing in the modeling environment), in
emerging platforms that are ontology-driven [39], or in paradigms that by default
consider any number of abstraction layers, e.g. multi-level modeling [40]. RDF is
also a framework that uses uniform graph-based representation for all layers and
aspects involved in a knowledge graph—data structures, facts, ontology/schema,
reasoning rules, validation rules—therefore it is suitable as a mediator between the
user-centric environment for knowledge capture and the knowledge graph platform.
Large language models may also contribute, since it is common for natural language
discourse to switch between layers of abstraction even in the same phrase. The
visual knowledge manipulation experience should offer the same freedom that RDF
or natural language allows, while also maintaining the unambiguous separation
wherever necessary.

Requirement 8. A societal meta-requirement on education: One critical
societal requirement is to recognize conceptual modeling as a scientific discipline in
its own right. The work of [41] showed that it manifests the key characteristics of an
academic discipline, while in [19] we criticized the dominant curricular designs
that scatters this discipline as chapters/tooling subordinated to other disciplines
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(software engineering, business process modeling, databases etc.) failing to reveal
its intrinsic nature and benefits, as means of knowledge capture and structuring for
any application area.

5

Concluding Discussion: Towards the Mediating Role
of Conceptual Modeling

The recent literature on Information Systems research points to theory building
potential regarding three aspects currently manifesting in what authors label as
“digital worlds” or “digital-first” services/products, which may be the model-driven
artifacts operated or engineered through SDSE:

L.

IL.

III.

The ontological reversal phenomenon, initially a figure of thought from E.
Husserl complaining about natural scientists who take abstract models as more
real than the systems they were supposed to be modeling. This was transferred
by Information Systems scholars [42] to the modern digitalization-driven land-
scape, pointing to examples of “things” that emerge primarily in digital form
and end up shaping physical reality and behavior, rather than digital models
being representations of known systems. Digital Twins are also a manifestation
of this phenomenon, where the traditional goal of complexity reduction gets
traded for the goal of retaining sufficient and evolving complexity to achieve
granular binding to properties found relevant in a Physical Twin.

The shifting role of conceptual modeling—from representation to media-
tion—identified in [43], can be seen as an immediate consequence of the
ontological reversal. Certain kinds of conceptual models, e.g. digital twins,
are not limited to serve the traditional purpose of human understanding and
communication or to represent already manifesting behavior; instead, they are
designed to manifest behavior into existence or, more precisely, to inform with
sufficiently rich knowledge structures the enactment of behavior, both human
and artificial—this can be seen as a large scale, knowledge-driven and high
complexity version of how an “actuator” is used in Internet of Things devices.
Finally, citizen-centric design spaces and processes such as those discussed in
[44] are necessary to democratize the new flavor of model-driven engineering.
Democratization is already successful in process automation or IoT products,
as laypersons are empowered to automate by intuitively guided visual means.
Google Home products support customers with configuring a “home knowledge
graph”; Siri Shortcuts and Google Assistant routines help orchestrate tasks on
personal mobile devices; even Robotic Process Automation platforms support
individuals with automating personal daily tasks. The “Low-code” paradigm
[45] pushes this trend, while from the Semantic Web community we see
emerging solutions for citizen-oriented management of social linked data [46]
or personal knowledge graphs [36]. The two perspectives, process-focused and
knowledge-focused, of “low code” are expected to converge into digitalization



32 R. A. Buchmann

platforms that will enable citizens to both express the semantics relevant to a
problem’s domain and to engineer the solution to that problem in terms of the
captured semantics, possibly even transferring problem solving recipes between
domains by switching the semantic conception of the problem domain.

SDSE may be a methodological thread fusing together these phenomena into new
value creation practices for the digital-first world. The ontological reversal counts on
the pre-requisite of having agile design means to capture the ontological structures
and data models needed to bring artifacts and behavior into existence. The democ-
ratization of those means requires citizen-oriented knowledge engineering spaces to
actuate behavior in digital artifacts. Conceptual modeling would be a core activity
in those spaces, supporting complexity governance rather than complexity reduction
and ultimately fulfilling the technical mediation role between human interpretation
of a problem context and the machine understanding needed to solve that problem.
Conceptual modeling education must play a key role in empowering citizens with
the skillset needed to perform such work, and this requires treating conceptual
modeling as a standalone discipline with dedicated teaching installations, a direction
where the OMiLAB Digital Innovation Environment contributes [22].

It remains to be seen how Large Language Models will also contribute—both
modeling by prompting [47] and model-driven prompt engineering [48] are being
investigated, pointing to diverse possibilities of interplay between natural language
interfaces and “boxes-and-arrows” knowledge capture means.

From a knowledge management perspective, this can also lead to updates to Non-
aka’s seminal knowledge conversion spiral, SECI (Socialization-Externalization-
Combination-Internalization) [49], which must be revisited in hybrid intelligence
settings that consider new knowledge conversion modes—not only human-to-
human, but also human-to-artificial, artificial-to-human and artificial-to-artificial.
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Spatial Conceptual Modeling: )
Anchoring Knowledge in the Real World e

Hans-Georg Fill

Abstract This paper introduces the concept of spatial conceptual modeling, which
allows anchoring mental world knowledge in the physical world using augmented
reality technologies. For a first formal characterization, we describe a mapping from
the spatial information concepts location, field, object, network, and event, as used
in spatial computing, to conceptual modeling concepts using the FDMM formalism.
This allows to identify necessary adaptations at the metamodeling level to make the
approach applicable to arbitrary types of spatial conceptual modeling languages.
Finally, possible application areas of spatial conceptual modeling in the medical
domain, manufacturing and engineering, physical IT architectures and smart homes,
supply chain management and logistics, civil engineering, and smart cities and
cultural heritage are discussed.

Keywords Conceptual modeling - Spatial computing - Augmented reality -
Knowledge representation

1 Introduction

Conceptual modeling is a widely-used technique for representing aspects about the
physical and social world in order to support human understanding and communica-
tion [23, 46]. Further, conceptual models can act as interfaces to digital technologies,
thereby using the contained knowledge for the configuration of machines and
leading to the realization of innovative IT applications [13]. In recent years, there
has been a growing interest in virtual reality, augmented reality, and mixed reality
technologies [51, 63], which are part of the broader field of spatial computing. These
technologies allow users to be fully immersed in virtual 3D environments through
the use of special headsets (virtual reality), or to project virtual information onto
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objects in the real world using see-through displays or smartphones (augmented
reality), or combinations thereof (mixed reality).

The basic components of such applications have been available for a considerable
period of time, and many of the technical concepts required have been well
researched and developed to a high degree of maturity [57]. However, technological
advances in the hardware of headsets and mobile devices have dramatically
simplified the usability of such devices. In addition, the cost of these devices has
come down significantly. Today, wireless headsets such as the Microsoft HoloLens,!
the Meta Quest headsets? or, in the near future, the Apple Vision Pro® can be used
out of the box, without having to connect them to powerful graphics workstations
anymore. At the same time, the quality of headsets has improved over the years,
affecting usability by reducing the potential for motion sickness and improving user
acceptance [5].

As a result, it has become increasingly feasible to explore the use of these
technologies in many business areas. These range today from applications in engi-
neering, e.g. to support the assembly of machines [52], medical applications [45],
robot interactions [10], IT management [7] to the gaming industry. While the
technologies to compute and display the visual representations are an essential part
of such applications, additional components are required to deliver the expected
experience.

The field of spatial computing studies these aspects on a more general level [58].
According to a broad definition given by Greenwold, spatial computing can be
characterized as “human interaction with a machine in which the machine retains
and manipulates referents to real objects and spaces” [22]. A central concept here is
that such systems are aware of their location, be it in absolute terms such as position
on the Earth, or in relative terms in the form of the distance to a reference point or
origin. At a more granular level, location also includes orientation in space and how
this is used to interact with a user. For example, in augmented reality applications,
the user’s position and orientation in space are used to compute overlays of the real
world in the form of graphical information to augment the user’s perception.

In the following, a synthesis of conceptual modeling with spatial computing
will be described. This will be denoted as spatial conceptual modeling. In contrast
to previous techniques and tools in conceptual modeling that relied on paper-
based, two or three-dimensional electronic formats, spatial conceptual modeling
will permit to anchor the contents of conceptual models in the real world. This
allows to attach the knowledge in these models to physical objects and/or position it
spatially. For accomplishing this, augmented reality technologies can be employed
to visualize these anchorings if necessary. It will be discussed, which changes
this requires on the level of metamodeling, i.e. the conceptualization and technical

U https://www.microsoft.com/en-us/hololens.
2 https://www.meta.com/quest/.
3 https://www.apple.com/apple-vision-pro/.
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implementation of modeling languages and methods. Further, use cases for spatial
conceptual modeling will be illustrated.

The remainder of this chapter is structured as follows. In Sect.?2, foundations
on conceptual modeling and metamodeling, as well as spatial computing and
augmented reality will be presented. Subsequently, in Sect.3, the concept of
spatial conceptual modeling will be elaborated and formally characterized using the
FDMM formalism. In addition, potential use cases for spatial conceptual modeling
will be illustrated. In Sect.4 a conclusion and outlook on further research will be
given.

2 Foundations

For achieving a common understanding of the components of spatial conceptual
modeling, a brief overview on the foundations of conceptual modeling and meta-
modeling, as well as spatial computing and augmented reality will be outlined in
the following.

2.1 Conceptual Modeling

Conceptual modeling is concerned with the explicit representation of some aspects
of the physical or social world around us [46]. It is based on pre-defined elements
or scripts that constrain what can be expressed in the models. In the sub-field of
enterprise modeling for example, procedural knowledge about business processes,
organizational knowledge, as well as knowledge about the enterprise architecture
can be represented in this way [25, 32, 55]. This knowledge is typically codified
using formal or semi-formal enterprise modeling languages [3]. In the past, a large
range of frameworks and modeling methods have been developed for enterprise
modeling, including for example the Business Process Management Systems
(BPMS) Paradigm [31], Multi-Perspective Enterprise Modeling (MEMO) [21], the
Semantic Object Model (SOM) [11], or the 4EM Method [56].

Besides these academic approaches, some of which have been successfully
deployed in industry, also a range of industrial approaches were proposed in concep-
tual modeling. This includes for example a large number of international standards,
which lead to benefits for companies in terms of compatibility and repeatability [39].
Examples for such standards include ArchiMate [61], BPMN [47], UML [48], or
DMN [49], which can be either used individually or in combination, e.g. [8].
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2.2 Metamodeling

Whereas conceptual models may also be created using pen and paper, any serious
practical application requires today the use of IT-based modeling tools due to the
complexity and size of the models. These tools not only permit to graphically
represent the models but also to process them using algorithms and exchange
them with third parties. Although such modeling tools may be created for one
particular modeling language only, where the modeling primitives are hard-coded,
the continuous evolution of modeling standards and languages would lead to
much effort in their adaptation. In addition, conceptual modeling languages can be
customized for specific purposes, or entirely new domain-specific languages can be
developed to ensure optimal coverage of domain and user requirements [33, 34].

For these reasons, so-called metamodeling-based approaches have been
designed. These correspond to typical approaches in knowledge representation and
knowledge-based systems [28, 46, 60], where a metamodel acts as a terminological
component (TBox), resulting from an iterative knowledge acquisition effort [29].
The metamodel thus formally defines the modeling language in such a way that
it can be easily adapted if needed. This is in contrast to traditional approaches
in compiler construction and language processing where the lexical and syntactic
analysis as well as the actual code generation have to be explicitly specified [62].
In metamodel-based approaches, common abstractions of typical metamodels are
provided which are used to define an individual metamodel. These are denoted
as the meta-metamodel. These abstractions act as axioms and include for example
concepts such as classes, relationclasses, attributes, or diagram types. When creating
a metamodel, it is being reverted to these axioms for defining the terminological
component. Metamodeling platforms—such as ADOxx for example [14]—can then
interpret the metamodel based on the axioms, whose semantics are hard-coded in
the platform [30]. In this way, the platforms can generate model editors for the
specified modeling language. The created model instances then act as the assertion
component (ABox) which contain the actual knowledge to be represented.

The main advantage of using metamodeling-based approaches and metamod-
eling platforms is the increased productivity in developing metamodels and thus
new conceptual modeling languages. This is due to the pre-implemented concept
interpretation functionality via the meta-metamodel in the terminology component.
It eliminates the need for re-implementation and simplifies the creation of corre-
sponding model editors and model processing environments. [28, 29].

2.3 Spatial Computing

Although a lot of research in spatial computing has been done mainly in the
area of geographic information systems, it can also be viewed from a broader
perspective [58]. According to Kuhn and Ballatore, spatial computing can be
characterized by spatial information and spatial computations [36]. In the following



Spatial Conceptual Modeling 39

these will be briefly summarized. For further details it is being referred to the
original source [36].

Kuhn and Ballatore further classify the properties of spatial information into
the five core content concepts Location, Field, Object, Network, and Event and
two core quality concepts Granularity and Accuracy. Thereby, location as the
most fundamental concept is regarded as a relation. The location is therefore
always determined relative to something else, e.g. in a coordinate system relative
to an origin. The field concept, which originates from physics permits to describe
phenomena in a space of interest by a single value of an attribute. This is done by
mathematical functions that map positions in space to values. An example would be
a temperature field where each position in space is assigned a temperature value
through a mathematical function. The object concept captures individual things
that extend in space, including physical, mental, or social entities. Objects have an
identity for tracking their properties and relations over time. The network concept
is used to establish connections between objects. Networks thereby correspond to
mathematical graphs, i.e. including nodes and edges, which may thus be used for
computations, e.g. to determine the shortest path between two objects. The event
concept refers to the temporal aspect in spatial information. It can have relations
to fields, objects, and networks. The quality concept of granularity relates to the
level of detail or precision, which is used for expressing spatial information, while
accuracy refers to whether something is described correctly given a particular
granularity.

In addition to the concepts for spatial information, Kuhn and Ballatore provide
primitives for spatial computing operations, which can be combined for more
complex computations. These are attached to spatial information content concepts
and include for example topological operations such as isAt and isin for locations to
determine whether something is in contact with or contained in some other entity,
as well as temporal operations such as when to determine the date of an event.

2.4 Augmented Reality

Augmented reality (AR) is a technique for superimposing virtual information such
as visual media, audio, or haptic feedback on the physical environment in three
dimensions that can be interacted with [2, 57]. This is achieved by using devices
such as special headsets with see-through displays, headsets with pass-through
cameras that display the real environment together with the virtual information on
screens, as well as smartphones and tablets. In addition, special interaction devices
may be used for haptic feedback or device-less interaction can be employed by
using gestures. On a technical level, AR bridges the gap between the virtual and
the real world—spatially and cognitively [57]. For realizing software applications
that use augmented reality, a large number of concepts need to be understood and
mastered on a technical level. These include for example detectables for guiding
computer vision systems to identify real-world objects, augmentations that stand for
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virtual content that is fueled into the AR environment, anchors for specifying the
positions of augmentations by connecting them to detectables, or coordinate and
transform concepts for positioning objects in three-dimensional space [42]. Further,
context information may need to be added to the AR application, e.g. to determine
the current location of a user and determine which graphical representations should
be presented [41, 59].

3 Spatial Conceptual Modeling

With the clarification of the terms outlined in the previous section, we can now
advance to the description of the concept of spatial conceptual modeling. Several
approaches have been described in the past for combining conceptual modeling
and virtual and/or augmented reality. A recent literature survey of around 200
publications revealed that especially the fields of business process management
and data modeling have investigated such combinations from various perspectives,
including for example the elicitation and visualization of process, data, or enterprise
architecture models using augmented and virtual reality, or the three-dimensional
representation of models [43]. Further approaches that were found in the survey
included approaches for the model-driven engineering of virtual reality and aug-
mented reality applications, e.g. most recently [40, 42].

What seems to be missing so far, however, is a fundamental approach for
combining the knowledge contained in conceptual models with entities in the real
world on the level of metamodeling. Such an approach would permit to leverage
arbitrary types of conceptual models in different languages to the spatial dimension.
Although this could be done purely in formal mathematical notation, the practical
benefits seem to lie in a combination with augmented reality technologies. These
technologies permit to literally ‘grasp’ the knowledge of conceptual models in the
real world.

We thus view augmented reality as a so-called tertium comparationis between the
mental and the physical world. The mental world relates thereby to the knowledge
as expressed through conceptual models and the physical world to all entities
and things sensed in the real world. Following Cyras and Lachmayer, the tertium
comparationis refers to the “quality that two things that are being compared have
in common” [9][p.15]. As depicted in Fig. 1, the commonalities of the mental and

Fig. 1 Augmented reality as Augmented
the tertium comparationis Reality

between the mental and the
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/ \
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the physical world are thereby mediated via augmented reality, for example by
superimposing knowledge on how to operate a machine that is part of the mental
world and made explicit via a conceptual model on the actual buttons and switches
of the physical machine.

Augmented reality thereby enables the anchoring of information stemming from
conceptual models to entities in the real world by providing the necessary technical
concepts. In terms of spatial information content it may however be needed to
provide additional information, which is typically not found so far in conceptual
models. This includes for example information on the location of information
objects in physical space, as well as different levels of granularity in terms of
different levels of detail required for the expression of knowledge in conceptual
models and on the physical level—see for an example the work by Crevoiserat et
al. [7].

In a fictitious example, conceptual models could be anchored in the real world
as follows. The models could contain information on the enterprise architecture of a
company which is displayed in the server room when people with AR headsets enter
the room. Thus, it would not be necessary anymore to operate a laptop or tablet and
search for the right model. Rather, the model could be displayed once the people
look at a particular server rack, e.g. to determine which applications run on that
server and who is responsible for it.

We can further identify different levels of anchoring conceptual models in the
real world. As shown in Table 1 five levels are proposed. First, level O stands for
the classical, 2D-based modeling without any spatialization. Subsequently, Level 1
‘Unanchored Spatial CM’ characterizes approaches where models are just presented
in space, e.g. by displaying them on an AR headset or narrating their content on
audio devices in space. However, on this level models are not tied to a particular
physical location. This may be useful for automatically presenting models to users
upon sensing and reasoning about their behavior, independent of their location.
Level 2 ‘Model-Anchored Spatial CM’ stands for the anchoring of models to points
of interest in space. For example, when a user approaches a machine at a defined
physical location, a particular model with operating instructions is shown.

Level 3 ‘Statically Anchored Spatial CM’ goes one step further and refers to
the anchoring of individual model elements in space. Instead of placing the whole
model at some point in space, now single elements of a model can be tied to physical
locations. For example, steps in the operation process of a machine may be anchored

Table 1 Anchoring levels of spatial conceptual modeling (CM)

Level | Designation Description of anchoring level

Level 0 | Traditional CM No spatialization, classical 2D modeling

Level 1 | Unanchored spatial CM Spatialization of models without anchoring

Level 2 | Model-anchored spatial CM Anchoring of models to points of interest in space
Level 3 | Statically anchored spatial CM Static anchoring of model elements in space

Level 4 | Dynamically anchored spatial CM | Dynamic anchoring of model elements in space
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to the various switches of that machine to indicate which switch needs to be turned
next. Level 4 ‘Dynamically Anchored Spatial CM’ extends this anchoring of model
elements then in a dynamic manner. Instead of statically anchoring model elements,
this may be done dynamically, e.g. based on some reasoning about the current
context [41]. For example, a workflow for operating switches on different machines
may be dynamically adapted based on some user action.

3.1 Formal Characterization of Spatial Conceptual Modeling

For realizing spatial conceptual modeling we can derive in the next step how spatial
information concepts can be represented in conceptual modeling on a metamodeling
level. For this purpose we will revert to the constructs of the FDMM formalism [17,
18]. FDMM has been designed to formally describe metamodels and their model
instances on a technology-independent level. In contrast to other formalisms it
strives for ease-of-use and simplicity in the mathematical formulation, so that also
people with only little background in formal specifications can understand and apply
it.

FDMM defines metamodels MM as a tuple of the form MM = (MT, <
, domain, range, card), where MT stands for a set of model types. Each model
type MT; has in turn a tuple of object types OiT, data types DiT , and attributes
A;,ie. MT; = (Ol.T, Dl.T, A,-). Object types are used to both represent the types of
nodes and edges in typical model diagrams or as template for arbitrary objects.
Attributes can be attached to object types via the domain function. The range
function determines the type of content of an attribute type—including data types
or other object or model types—and the card function specifies the cardinality of
attribute values in model instances. < is an ordering of object types for specifying
inheritance relationships between object types. For the scope of this paper we omit
the detailed formal relationships between the constructs of metamodels as well as
the instantiation part of FDMM and refer interested readers to [17, 18] as well as
further applications of FDMM in [19, 26, 27].

In the following we will show how the information concepts from spatial
computing can be mapped to metamodeling based on the outline in Sect.2.3
following Kuhn and Ballatore [36]. These mappings are shown in Table 2. We first
consider the respective concept from spatial computing and then the corresponding
FDMM concepts for spatial conceptual modeling. Finally a brief description is
added.

Starting with the concept of Location, this requires on the side of conceptual
modeling that all modeling objects can be anchored in three-dimensional space
using coordinates. However, due to the multitude of coordinate systems necessary
for spatial computing applications—e.g. GPS coordinates, coordinates in Building
Information Modeling (BIM), coordinates of graphical devices and sensors, etc.—
we subsume these under the attribute set Acoorg. This set is attached to any object
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Table 2 Mappings of spatial information concepts to FDMM concepts for spatial conceptual

modeling
Spatial information concept | FDMM concept Description
Location Acoord Set of coordinate attributes
domain(Ageerg) = OF Every object type has coordinate
attributes
Atransform Set of transform attributes
domain(A gansform) = OF Every object type has transform
attributes
Field Ogeld, Afeld Sets of field object types and
attributes
domain(Afeld) = Of{eld Field attributes are assigned to field
object types
Object Ayuid UUID attribute for object identity
domain(ayuq) = O Every object type has a UUID
attribute
OrTeal cof Real object types refer to objects in
the real world
Oan cof Virtual object types stand for virtual
objects
(OrTeal U O\Tm) co” The set of object types comprises
all real and virtual object types
ol co” Object types for relating real and
virtual object types
Avizrep Set of visualization representation
attributes
domain(Ayizrep) = or Every object type has a set of
visualization representation
attributes
Network o7 Nodes and edges represented as
FDMM object types
Event Ol . Event object types for temporal
events
Acvent Attributes for events for expressing
temporal properties
O%emp Temporal event object types for
temporal relations between events
Ogan Participation object types for

relations between events and other
object types

type using a domain function. Similarly, objects may have an orientation in space
that needs to be considered and that we regard also under location. Therefore,
we add a set Ayansform that holds this information. Note that also for coordinate
transforms many variants exist such as rotation matrices, Euler angles, quaternions
and so on.
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The concept of a Field can also be represented in conceptual modeling via object
types and assigned attributes. We denote these through Ogeld, Afielg- In this way, for
example, a temperature field could be created through the instantiation of a field
object type and values from attributes assigned to it that hold e.g. information about
the mathematical function specifying the physics of the field. Further, such a field
can be combined and extended with references to other objects types as done in
conceptual modeling for adding semantic information, e.g. to represent user actions
that are affected by the temperature field in a laboratory environment.

For the Object concept from spatial computing, the identity is a key property.
Therefore, we foresee a distinct attribute a,yjg that is used to attach a universally
unique identifier to each object type. This permits the decentralized creation of new,
uniquely identifiable objects across an arbitrary number of applications. We further
divide the overall set of object types into object types referring to the real world
OZ;al and those standing for virtual objects Oan. This can be used for example in
augmented reality applications to hold information about objects in the real world,
e.g. in the form of markers as surrogates for these objects or for identifying the
position and pose of real objects using object detection techniques [64]. Virtual
object types are used to represent the traditional conceptual modeling elements
and relations, e.g. a place in a Petri net diagram, a class in UML, an inheritance
relationship type in UML—or, more advanced types such as augmentations for
augmented reality applications. In addition, object types for relating real and
virtual object types are foreseen, which are denoted as OZ. These permit to
establish connections between virtual and real world objects, e.g. for anchoring an
augmentation with a real world object. The attributes, domain, and range functions
for referencing the related real or virtual object types are omitted here for brevity.
An essential aspect of conceptual models is their graphical representation, even
more so in three-dimensional space. Therefore, the set Ayizrep is foreseen to include
all necessary attributes related to the visual representation of object types. This
may include static representations in two, three or more dimensions—e.g. including
time and animation aspects—as well as dynamic aspects, e.g. for the realization of
dynamic state changes in visualizations based on attribute states [12].

The Network concept of spatial computing largely corresponds to the typical
constructs in conceptual models for representing mathematical graphs in various
forms. Therefore, we can directly map it to FDMM object types, which are used to
represent nodes and edges in graphs.

The Event concept is used to introduce temporal aspects in spatial computing.
We foresee a set of object types Ogvem for the events themselves, a set Agyent for
representing temporal properties of events in the form of attributes such as durations

and time units, the object type O%emp for temporal relations between events such as

before, after, etc., and the object types Ogart
events and any other object type.

Concerning the operations for spatial computing, we omit those at this stage
due to the fact that FDMM does not foresee fundamental operations for models at
the moment. A possible formalization could be based for example on topological

for participating relationships between
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relations for representing knowledge [24], as well as approaches for qualitative
spatial reasoning [6]. This would need to be mapped to fundamental operations on
model instances such as iterations over model elements, creation, modification and
deletion of elements, or operations affecting the user interface of model editors such
as markings or animations.

3.2 Possible Applications Areas of Spatial Conceptual
Modeling

From a general perspective, spatial conceptual modeling seems most adequate for
applications that combine knowledge-intensive areas with physical interactions. In
such cases, knowledge needs to be elicited in the form of conceptual models, which
can then either be mapped directly or via intermediate representations to the physical
environment. In the following we list some potential application areas.

Healthcare and Medical Domain In this domain, conceptual modeling has been
used for example to represent clinical pathways, treatment processes, or regulatory
processes, e.g. [4, 16]. The integration of spatial aspects could help to support
medical education about treatments or personnel in care delivery, where augmented
reality has already been successfully investigated [45].

Engineering and Manufacturing Several approaches have been developed for
using augmented reality in this field, e.g. in maintenance, collaborative design,
layouting, or training [52]. The addition of conceptual modeling could help to
deal with the challenge of integrating the large amounts of data and knowledge
necessary for such applications and for making the working of AR applications
more transparent. Further, spatial conceptual modeling could complement digital
twin approaches in engineering by adding knowledge and process aspects to the
traditionally used CAD models [1].

Physical IT Architectures and Smart Homes In IT and enterprise architecture
scenarios, approaches have been developed to visualize systems using augmented
reality [53]. Whereas also such approaches may benefit from spatial conceptual
modeling through directly retrieving the necessary data from the models, we
see further potential in the combination with physical IT architectures, e.g. to
support maintenance, for the physical wiring and optimization of communication
networks, or for end users in smart home scenarios [37], where the combination
with conceptual models could already be successfully demonstrated [7].

Supply Chain Management and Logistics For this domain, the application of
augmented reality has been investigated for the optimization of business processes,
e.g. for supporting the selection of next steps, for picking items, or for monitoring
processes [50, 54]. However, as derived by Rejeb et al. in a recent literature
survey, several technical, organizational, and ergonomical challenges persist in this
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area [54]. For this purpose, spatial conceptual modeling could help to reduce the
complexity of integrating augmented reality technologies in such processes and
increase the transparency of according applications. This could support both the
acceptance of the technologies by the involved workers—e.g. for addressing privacy
issues and fear of control—as well as to ease the alignment of the technology with
organizational requirements.

Civil Engineering, Smart Cities, and Cultural Heritage At the core of these
areas are today large amounts of information that need to be processed elec-
tronically. May it be Building Information Models (BIM) that are used for the
engineering and operation of buildings, data for environmental optimizations and
sustainability, legal and compliance aspects, or historical knowledge about cultural
artifacts. The use of spatial conceptual modeling could aid here in aligning the
vast amounts of knowledge with the diverse sources of spatial data and presenting
them through augmented reality applications [35, 38, 44]. Examples would include
the integration of knowledge about cultural heritage and spatial architectural data,
as well as data for environmental and sustainability purposes, e.g. in smart city
planning or for informing citizens about environmental-friendly behavior in the built
environment.

In summary, the provision of a generic approach for spatial conceptual modeling
that is applicable to diverse application areas would not only permit the easier
exchange of knowledge on implementing augmented reality applications. It would
also support these areas with a common technical approach for integrating data and
knowledge, thus potentially making the implementation more efficient and effective.

4 Conclusion and Outlook

In this paper, a first outline of the approach of spatial conceptual modeling has
been presented, including an intimal formal characterization. At its core, spatial
conceptual modeling aims to bridge the gap between the mental and physical world
through augmented reality applications in terms of knowledge aspects. There are
however a number of open issues that will need to be addressed. This concerns
both conceptual and implementation aspects of spatial conceptual modeling. For
example, it will need to be investigated, whether existing metamodeling platforms
can be used for its realization in terms of required concepts and technologies [30].
Further, it will need to be evaluated whether the wide range of existing conceptual
modeling approaches is adequate for transitioning them to the spatial environment
or which changes are required [34]. Finally, upcoming technologies in artificial
intelligence could be used for easing the creation of spatial representations of model
elements, which requires otherwise specialized knowledge about three dimensional
modeling [15, 20]. Last but not least, business models and further use cases for
spatial conceptual modeling need to be designed and evaluated, e.g. in the context
of metaverse-like environments.
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Process vs. Capability: A Reflection )
from a Practitioner’s Perspective Qe

Anke Helmes

Abstract Within many large companies Enterprise Architecture Management
(EAM) and Business Process Management (BPM) have established as management
approaches over the last decades. While EAM pursues a holistic view on the
elements of a company and their relations to each other, whereby “process” and
“capability” are two main elements, BPM specializes in the design and optimization
of processes. Although both approaches are mature and a lot of material has been
published already, some questions come up in the practical context of managing
processes and capabilities as well as their relation to each other. Based on the
foundation about capability management as part of EAM and about BPM, the paper
elaborates on two main challenges in the context of managing “capabilities” and
“processes” within a company from a practitioner’s perspective: (1) Questioned
value add of having both a capability map and a process landscape, (2) Uncer-
tainty on which levels capabilities and processes should be related to each other.
Furthermore, for those observations a proposal is provided on how to address those
challenges.

Keywords Enterprise architecture - Business process management - Capability
management - Process - Capability - Process landscape - Capability map

1 Introduction

In many (European) companies, an Enterprise Architecture Management (EAM) as
well as a Business Process Management (BPM) have been established over the last
decades. This can be observed especially for large companies, but also for mid-sized
companies irrespective of their industry.

While EAM pursues a holistic view on the elements of a company and their
relations to each other, whereby “process” and “capability” are two main elements
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next to e.g. “application” or “technology”, BPM specializes in the design and
optimization of processes. Within BPM, processes are represented on a higher
abstraction level in the form of so called process landscapes and on a lower level of
detail in the form of business process flows. Within EAM, processes are represented
in (hierarchical) lists or architectural models, whereas capabilities are visualized
with the help of so called capability maps.

Although both management approaches are mature and a lot of conceptual and
practical material has been published already, some questions come up in the
practical context: What is the value add of having a capability map provided by
EAM on the one hand and a process landscape provided by BPM on the other hand?
On which levels of granularity can processes be linked to capabilities and/or vice
versa?

The objective of this contribution is to further elaborate on those two questions
and to provide some insights from a practitioners’ perspective.

To achieve this, Sect. 2 will lay the foundation by describing the understanding
of a “capability” and a “process” in the disciplines of Enterprise Architecture
Management and Business Process Management. Based on this, Sect. 3 will go into
more detail about the raised questions by elaborating on observations and challenges
in the practical context of managing capabilities and processes. In Sect. 4, a proposal
will be shared to address those questions from a practitioner’s point of view. Finally,
Sect. 5 provides a short summary of the contribution.

2 Understanding ‘““Capability”’ and ‘‘Process’ in the Context
of Enterprise Architecture Management and Business
Process Management

2.1 Capability Management as Part of Enterprise Architecture
Management

Enterprise Architecture Management is a management approach which roots go
back more than 20 years ago. Its main tasks are the design, maintenance and
implementation of an Enterprise Architecture [EA] [1, p. 27]. Although a lot of
definitions about an enterprise architecture exist, many of them go back to the
definition in the IEEE standard 1471-2000 [2, p. 10]: “Architecture: the fundamental
organization of a system embodied in its components, their relationships to each
other and to the environment and the principles guiding its design and evolution.”
Based on this, an enterprise architecture is understood as the organization of a
system/company, i.e. its main elements and their relations to each other as well
as their relations to the surrounding ecosystem [1, p. 27].

To describe an enterprise architecture often the standardized and well established
modeling language ArchiMate® is used [3, p. 35, 37]. ArchiMate® does not only
define and describe the different elements of an EA, but also the possible and
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recommended relations between those elements [3, p. 38]. One of these elements
is a “Capability”.

A capability is understood as a specific ability, which an organization possesses
or wants to possess. A capability describes “What” a company can do or wants to do,
but not “How”, “Where” or “Why”. Capabilities are often visualized with the help
of Capability Maps. A capability map graphically visualizes the capabilities of an
organization and their hierarchical structure. Theoretically multiple levels of detail
can be used to structure capabilities. To give an example the capability “Customer
Management” could be further decomposed into “Customer Data Management”,
“Customer Relations Management”, “Customer Order Management”, etc. [4].
Especially high-level capabilities are used by enterprise architects to strategically
plan the further development of the organization. On the one hand, a capability map
can be used as a communication instrument to align with senior management on the
overall strategy/orientation of the organization. On the other hand capabilities are
seen as the linking element between strategic objectives and their implementation
by different transformation projects [5, p. 92 ff.].

Next to the “Capability” element, a “Process” is also a relevant element in the
context of the business architecture layer within an enterprise architecture. For
a “process” ArchiMate® differentiates various concepts [6]: “Value Stream” (and
“Value Stream Stage”) as well as “Business Process”. Whereas a value stream
“represents a sequence of activities that create an overall result for a customer,
stakeholder, or end user” [6], a business process “represents a sequence of business
behaviors that achieves a specific result such as a defined set of products or business
services within the context of a business capability instance” [6]. Next to the
elements themselves, the ArchiMate® standard also includes a definition, how these
elements should be related to each other [6]: On the one hand a capability is enabled
by a business process. On the other hand a capability enables a value stream (stage).

2.2 Business Process Management

Also Business Process Management is a management discipline with a long
tradition. Over the last three decades it has evolved into a continuous management
approach that focusses on the design, implementation, control and optimization of
processes. Thereby, a “Process” is understood as a defined order of tasks/activities,
which are performed by responsible roles to achieve a defined result [7, p. 12].

To describe processes typically two different formats are used depending on
the level of granularity of the processes. The so called “Business Process Model
and Notation” (BPMN) has established as a modeling standard to document
business process flows by so called Business Process Diagrams (BPD)—rather on
a detailed level of granularity focusing on the single tasks incl. Their order, their
responsibilities and supporting IT systems [8, p. 99]. In addition the concept of so
called Process Landscapes has evolved to give an overview on processes with a
rather high level of granularity [9, p. 38].
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A process landscape is a mean to represent a companies’ process hierarchy or
process architecture. It typically consists of all processes of a company and provides
a high-level overview, i.e. it prescinds from the detailed flow of the processes.
Typically multiple processes are assigned to one process group which is then graph-
ically visualized in the process landscape. A process landscape can be decomposed
into multiple layers, i.e. more detailed process landscapes. Theoretically, the full
process hierarchy can be visualized by using process landscapes for the first levels
(typically level 1 to levels 3/4/5) of granularity and business process diagrams for
the description of detailed process flows [9, pp. 37 ff.].

A process landscape is not only used to structure the processes per-se and to
provide transparency. Instead further benefits can be realized. A process landscape
can also be used to identify process optimization and process harmonization
potentials. Furthermore, it can even serve as an instrument to support the steering of
the company via the steering of the processes [9, pp. 37 ff.].

The realization of the benefits of a process landscape are heavily dependent on
the design criteria that were applied to the process landscape. Next to a typical
methodical design criteria that groups a company’s processes into management,
core and support processes, various business-related design criteria can be used to
structure the process architecture. Typically, those business-related design criteria
are also industry-specific. Figure 1 shows in a nutshell the various business-related
design criteria that can be differentiated [9, p. 43].

For each level of the process landscape the design criteria must be determined.
Thereby, multiple design criteria can be applied on one level and different design
criteria can be used on different levels, e.g. on the first level of the process landscape
the “product” dimension is the leading design criteria, whereas on the second level
processes are differentiated according to customer segments [9, p. 44 ff.].

Fig. 1 Business-related

design criteria for a process & @
1and§cap e/process Structuring according to Structuring according to
architecture customer segments products and / or
and / or sales channels the product life cycle
P a8
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the end-to-end process / functions / organizational

value chain units / responsibilities
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2.3 Interrelation of Capability Management and Business
Process Management

Under the assumption that both management approaches—EAM and BPM—are
established within a company, it obviously makes sense that relevant content is
shared between Capability Management and Business Process Management, so that
content, e.g. a process hierarchy, is not maintained twice. Very often, the EA team
is responsible for the capability map, whereas the BPM team is responsible for the
company wide process landscape.

Usually, that means that BPM shares its process architecture/process land-
scape(s) with the EA colleagues. Depending on the EA approach those processes
might be related to capabilities and/or applications and/or other elements of the
enterprise architecture.

On the contrary, EAM might provide the list of applications to BPM, which is
then typically used in the context of the process flow documentation. The use of
applications from EA in BPM is a separate scenario, which is not looked at in this
contribution.

3 Challenges and Observations in the Context of ‘“Process”
and “Capability” from a Practitioner’s Perspective

Although from a semantical point of view a “process” (How, i.e. in which order
is something done) is different than a “capability” (What is/can be done) [10], in
the practical context difficulties and challenges occur. One of the main reasons for
this might be the different understanding of a process flow (which describes how,
i.e. in which order tasks are performed) in comparison to process elements/process
groups included in a process landscape, which often do not contain information
about their order, but are structured differently (see also Sect. 2.2). From the author’s
perspective this often leads to the following two main challenges:

1. In some companies the value add of having both, a process landscape and a
capability map is questioned (see also [11]).

2. There is sometimes uncertainty how, i.e. on which levels to relate capabilities
and processes.

The first challenge obviously occurs, if the capability map and the high-level process
landscape are very similar. Such a similarity occurs, if the same design criteria were
applied to both—the capability map and the process landscape. If, for example,
the capability map was defined with a functional focus and the process landscape
was structured according to functions, both maps/landscapes will most probably
look the same. This phenomena is even enforced, if the same naming convention
is applied. For capabilities two different naming conventions are suggested [5, p.
100]: (1) use nouns, e.g. “Access control” or (2) Use verb + noun, e.g. “Control
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access”. The recommendation [5, p. 100] and from the author’s perspective also the
typical practical use with regards to the naming of capabilities is the “noun” naming
convention to avoid the same naming as for processes. However, on the process side,
where typically the recommendation is to use an active name (i.e. verb + noun),
this recommendation is sometimes not followed for the process names in the high-
level process landscapes. That is why, in a high-level process landscape one might
find the process “Access control” instead of “Control access”. As a consequence
there might be understanding and acceptance problems for either the capability
map or the process landscape (or even both), because the value add of having both
instruments does not become clear. The situation might even get worse, in case the
two instruments are developed by different teams, e.g. the capability map by the
EA team and the process landscape by the BPM team and both deal with the same
stakeholders/business owners but presenting slightly different maps/landscapes.
The second challenge is related to the relation of capabilities and processes. Due
to the fact that capabilities as well as processes can be detailed into different levels,
different scenarios to relate those two elements with each other are available:

» Relate more detailed processes (e.g. level 2 or 3) to a level 1 capability

* Relate detailed capabilities (e.g. level 3, 4 or 5) to a process on a higher level
(e.g.levels 1, 2 or 3)

* Relate capability and process of the same level with each other, e.g. level 1
capability with a level 1 process

From the author’s perspective, questions related to the relation of processes with
capabilities and vice versa typically occur, if the underlying use case for the
integration of those two elements is not clear.

4 Proposal to Address Those Challenges
from a Practitioner’s Perspective

4.1 Clear Positioning of a Capability Map and/or a Process
Landscape

Taking the first challenge from Sect. 3 into account, it obviously raises the question
whether both—a capability map and a process landscape—are needed and helpful
within one organization.

In a lot of companies mostly one instrument—either be it the capability map
or the process landscape—is already established before action is taken to develop
the second instrument as well. If a capability map is already existing as the first
instrument, the second instrument would be a process landscape. On the contrary, if
a process landscape is already existing as the first instrument, the second instrument
would be a capability map.
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Already at this early point in time it should be discussed and motivated, whether
a second instrument is really needed and helpful or whether the existing (first)
instrument can fulfill the raised requirements. The more established the existing
instrument is already, the more the second instrument should be questioned.

But what does it mean, that an instrument is already well established? From the
author’s perspective a capability map or a process landscape is well established, if

it fulfills the as-is requirements/use cases,

e an ownership concept has been established and implemented,

* the instrument is known and accepted, especially by its stakeholders, but also
within the overall company,

e the instrument is rather stable, i.e. multiple update cycles have already been

undertaken.

If those aspects are given for the existing instrument, it is rather recommended to
stick to the existing one and align on how to integrate the new requirements/use
cases.

On the contrary, if either the existing instrument is not well established yet
or if it does not seem to be possible to integrate the new requirements/use cases
into the existing instrument, it might be worth to consider the establishment of a
second instrument. In such a situation it is inevitable to clearly position the second
instrument. To realize this, it is proposed to highlight the criteria that distinguish the
second instrument from the first instrument and to summarize the overall value add
of having a second instrument. Such distinguishing criteria could be:

1. different structuring criteria, e.g. end-to-end processes on the process landscape
vs. functional structuring of the capability map,

2. different time perspective, e.g. a process landscape representing the as-is situa-
tion of the company vs. a capability map also taking into consideration future
capabilities for new business models or to implement strategic goals for which
processes and applications still have to be developed,

3. different topics that occur in multiple processes, where e.g. an overview to
steer different transformation initiatives is needed. Such “topics” might be
represented as capabilities, e.g. workflow management, document management
or digitalization as a very high-level topic.

4. different group/company structure, e.g. different process landscapes for different
entities of a group and one “abstract” capability map on group level.

Furthermore, it is not only critical to clearly distinguish the two instruments, but
also to properly establish the second instrument according to the above mentioned
aspects. This is especially relevant with regards to the ownership concept. Also
for the second instrument an ownership concept has to be established and it has
to be made sure that those owners are not in conflict with the owners of the first
instrument.

Coming back to the first observation in Sect. 3, it can be summarized that ques-
tioning the value add of having both—a capability map and a process landscape—
and/or leading many discussions about the naming of capabilities and processes,
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reveals that the design of both instruments and their distinguishing criteria have not
been thoroughly thought through yet.

4.2 Different Levels of Capabilities and Processes and Their
Linking

Capabilities as well as processes can be decomposed into more granular capabilities
and processes. As a result a hierarchy of capabilities or processes can be achieved,
typically starting with “Level 1” (L1) and depending on the depth being detailed to
“Level 2” (L2) and “Level 3” (LL3) as well as sometimes even to “Level 4” (L4) or
“Level 5 (L5).

Within Business Process Management, process landscapes typically cover levels
1 to 3, sometimes also L4 or L5, before a detailed process flow is described (see also
Sect. 2.2). On the contrary, capability maps typically cover L1 and L2 capabilities
(see also Sect. 2.1), but might be detailed even further to the levels 3 to 5.

Already per management approach it has to be decided depending on the
underlying requirements/use cases, how deep the hierarchy of capabilities or
processes should be developed and maintained. If both instruments are used within
one organization this has to be reviewed once again taking into account the level of
depth of both instruments. This can be illustrated with the help of an example: If
a company does not have a capability map but an established process management
approach, one would rather expect process landscapes from L1 to L3/4/5, probably
with a deep dive into (at least some) detailed process flows. If on the contrary, the
company has an established capability map on L1 and L2, it would may be only
have detailed process landscapes on L.3/4/5 connecting to detailed process flows.

Next to the level of detail, there is sometimes uncertainty about how, i.e. on
which levels capabilities should be related to processes (and/or vice versa) if
both instruments are used (see question 2 in Sect. 3). Theoretically, four different
scenarios can be differentiated (see also Fig. 2):

1. More detailed processes are related to high-level capabilities (e.g. L2/L3 pro-
cesses to L1/L.2 capabilities)

2. More detailed capabilities are related to high-level processes (e.g. L3/4/5 capa-
bilities to L2/3 processes)

3. Processes and capabilities on the same level are related to each other (e.g.
processes and capabilities on L1)

4. Processes and capabilities are not related to each other although both instruments
exist within one organization

Scenario 1 is typically implemented, if the requirement/use case “How are
capabilities implemented?” is relevant for the organization. In such a use case,
typically not only processes, but also applications and may be also other elements
of the enterprise architecture are related to capabilities. The advantage of such a
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Fig. 2 Different scenarios to link capabilities and processes

scenario is, that it is possible to think about necessary capabilities first, especially in
the context of strategic planning, without having the need of immediately thinking
about the implementation. However, once implementation is/gets clearer, processes
and applications can be linked. Disadvantages will appear, if the distinguishing
criteria from Sect. 4.1 and the different levels of detail have not properly been
considered. As an example an insurance company is taken, that implemented a
(functional-oriented) capability map on L1 and L2 as well as functional-driven
process landscapes from L1 to L3. If for example, a L2 claims process (e.g. “Set-
up new loss”) belongs to the L1 process “Claims Management”, but is at the same
time linked to the capability “Claims Management”, there is no value-add of such
an exercise.

Scenario 2 is typically implemented, if the requirement/use case “Which building
blocks/capabilities are implemented by a process?” is relevant for the organization.
The advantage of such a use case can be seen in a better support for the identification
of adequate IT support/implementation. As a disadvantage it can be mentioned, that
the maintenance effort for such detailed capabilities and their relation to processes
might be very high in large/group organizations. Typically, this goes very closely
together with a rather very high complexity of such a scenario.

From the author’s experience, scenario 3 is also sometimes discussed. However,
a clear use case behind it, is not seen or known. There might be a situation, where
L1 end-to-end processes are linked to L1 capabilities. However, the value-add is not
recognizable. Hence, the recommendation is not to link processes and capabilities
on the same level.

Scenario 4 is an option, if the decision was made to establish both instruments
on the one side, but on the other side the value-add of scenarios 1 and 2 is not
perceived as high enough. This might be the case, if e.g. a capability map (on L1
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or max L2) is used as a strategic instrument to plan the strategic transformation
towards the companies’ objectives (e.g. projects are related to capabilities to make
the transformation with regards to the capability implementation/improvement
transparent). In addition, process landscapes are used in parallel to provide an
oversight on the overall process architecture and to serve as an entry point into
the process world. In such a scenario there still might be an interrelation between
Business Process Management and Enterprise Architecture Management, e.g. via
the process—application relation. If on the EA side, applications would also be
related to capabilities, consequently there would be an indirect relation between
processes and capabilities via the application element.

5 Summary and Outlook

The contribution at hand focusses on one possible interface between Enterprise
Architecture Management and Business Process Management—both being estab-
lished management approaches within large companies across all industries. The
interface relates to the elements “capability” and “process”, whereas capabilities
are typically managed as one part of the enterprise architecture and processes
typically being managed as part of process management. Although the establish-
ment and tradition of both approaches goes back two to three decades, there are
still open questions when it comes to the practical appliance and usage of those
elements/concepts within organizations.

Two open questions are covered by this contribution: (1) What is the value
add of having a capability map provided by EAM on the one hand and a process
landscape provided by BPM on the other hand? (2) On which levels of granularity
can processes be linked to capabilities and/or vice versa?

To address those questions, Sect. 2 sets the frame by explaining the relevant
fundamentals of Enterprise Architecture Management incl. Capability Management
as well as Business Process Management.

Based on this, Sect. 3 details the questions above and explains from a practi-
tioner’s perspective the background and challenges that occur in practical usage. For
capability maps and process landscapes it is identified, that challenges with regards
to practical acceptance especially occur, if for both maps same design criteria are
used. This is even enforced, if the same naming pattern is applied. When it comes to
the relation of capabilities and processes different scenarios are outlined. Challenges
and discussions within a company with regards to the relation typically occur if the
underlying use case for the interrelation of capabilities and processes is not clear.

Section 4 provides a two-folded proposal from a practitioner’s point of view on
how to address those challenges: (1) First of all a clear positioning of a capability
map and/or a process landscape is needed. If one instrument (either a capability map
or a process landscape) is already established, the recommendation is to rather stick
to this established instrument. The paper presents some criteria to identify, whether
an instrument is already well established. If one instrument is not sufficiently
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established yet and/or the additional requirements/use cases cannot be fulfilled by
the existing instrument, the second instrument can be established. However, in such
a situation a clear positioning of both instruments is needed and therefore the paper
at hand proposes four distinguishing criteria. From practical experience, it seems to
be promising if for example different structuring criteria are used, e.g. a functional-
oriented capability map and an “end-to-end process”-driven process landscape. (2)
Furthermore, it is necessary to reflect on the different levels of capabilities and
processes and how they can be related to each other. To address this topic four
scenarios including their underlying use cases are presented.

Although this proposal supports a structured discussion about the value add of
having a capability map and a process landscape and their relation to each other,
further research and contributions are needed. Further case studies about established
approaches would be helpful—either where both instruments are in place including
information about their distinguishing criteria or where an explicit decision for one
instrument was made including information about the implementation of the new
requirements that called for the second instrument. Finally another area for further
research can be seen in the “process” understanding of ArchiMate® with its different
elements (see Sect. 2.1) and the alignment of this understanding with Business
Process Management.
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Ontology-Based Metamodelling, ®
Modelling and Application Development Qe

Knut Hinkelmann

Abstract Using three dimensions of the knowledge space for conceptual modeling,
graphical models and logic-based ontologies are compared. Their integration results
in ontology-based modelling and metamodeling. Models can be easily created and
understood by humans. At the same time, the representation as an ontology allows
for machine interpretation. It is shown how ontology-based metamodelling can
overcome disadvantages of the Meta Object Facility and the Model-driven Architec-
ture for application development, knowledge-based systems, model validation and
knowledge management.

Keywords Conceptual modeling - Ontology - Metamodeling - Model-driven
Engineering

1 Introduction

Conceptual modelling is the activity of formally describing some aspects of the
physical and social world around us for purposes of understanding and commu-
nication [1]. Ontological theories provide the basic constructs for representing
real-world phenomena in conceptual models [2]. Guizzardi [3] elaborated on
characterizations of ontology, conceptualization and metamodel, as well as on the
relations between them and discussed criteria for a suitable ontology representation
language.

Before creating a model, the modeler has a mental model of what should be
in the model. In Fig. 1 this is called Abstraction. It is “articulated” using domain
concepts, which comprise the domain conceptualization. Conceptualizations and
abstractions are immaterial; they only exist in the mind of the modeler. To be
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Fig. 1 Relations between Conceptualization, Abstraction, Modeling Language and Model [3]

communicated, analyzed and used, they must be captured, i.e. represented in terms
of some concrete artifacts. The artifact of the abstraction is called the model, the
artefact of the conceptualization is the modelling language.

Not the complete conceptualization needs to be represented in the modelling
language and not all of the abstraction needs to be represented in the model. We
represent in the model only that part of reality that is needed for a specific purpose
and leave out things that are either not relevant or that we assume are shared by all
users of the model.

For a successful use of the models, we assume that modelers and model users
share the same conceptualization. This is particularly important for that part of the
conceptualization and abstraction that is not represented in the model.

The conceptualization of the domain can be represented in different modelling
languages, which then results in different models. In this paper, I deal with two
kinds of modelling languages for conceptual modelling—graphical (diagrammatic)
models and logic-based ontology—and how the choice of the language influences
the usage of the models.

The structure of the article is based on the research contributions of Dimitris
Karagiannis. Graphical and ontology-based modelling are analysed using three of
the four dimensions of the knowledge space of Karagiannis and Woitsch [4]. First,
the levels of meta-modelling are presented as a further development of the Meta-
Object Facility (MOF) and applied to ontology-based and graphical modelling.
These are then compared in terms of their potential for interpretation by humans and
machines and an integration is proposed. Finally, the potentials of ontology-based
modelling are demonstrated to overcome some weaknesses of the model driven
architecture and how it can be used for further applications.
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Human Interpretation:
Knowledge Management

Fig. 2 Dimensions of the knowledge space [4]

2 Knowledge in Models

T use the knowledge space of Karagiannis and Woitsch [4] to explain the commonal-
ities of the two conceptual modelling approaches (see Fig. 2). The knowledge space
was originally described for business process management but can be applied for
other usages of conceptual modelling, too.

The knowledge space consists of four dimensions:

» The content is seen as the domain in which the models are applied. The content
of the model covers that part of the (envisioned) reality, that is required for its
use.

* The form represents the syntax and semantics of the models. Here is the main
distinction between graphical and ontological models. Symbols in graphical
models are pictorial signs. Ontological models consist of expressions, typically
using a subset of first-order logic, where symbols are sequences of characters.

* The interpretation is closely related to the form. While graphical models are well-
suited for human interpretation, ontological models enable automated reasoning
and thus can be interpreted by machines.

* The use determines the application of the model and the knowledge such
as documentation, transformation, analysis, simulation, decision making, or
application development.

3 Modelling Languages for Conceptual Modelling

Karagiannis and Kiihn [5] consider a modelling language as a component of a
modelling method (see Fig. 3). The other components are the modelling procedure
and the mechanisms and algorithms, that are used during modelling and that can be
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Fig. 3 Components of modelling methods [5]

used for analysing, transforming, or executing the models. Therefore, the decision
for the choice of a modelling language must not only consider the expressiveness
but also the fit for the intended usage.

A modelling language consists of semantics, syntax and notation. The con-
ceptualization (see Fig. 1) determines the semantics of the modelling language.
The syntax is determined by the symbols of the modelling languages as well as
rules determining, what are valid combinations of the symbols [3]. In sentential
modelling languages, the symbols are sequences of characters and the abstract
syntax is typically defined as regular expressions. Logic-based ontology belong to
the category of sentential modelling languages. In graphical languages the symbols
are pictorial signs and the abstract syntax is defined in the metamodel. The concrete
syntax (called notation in Fig. 3) is the concrete appearance. For graphical languages
this are the shapes of the symbols, for sentential languages it is the format. For
example, ontologies represented in RDFS [6] can be shown as Turtle or XML
notation.

3.1 Graphical Modelling Languages

The Meta-Object Facility (MOF™) [7] is the foundation of OMG’s industry-
standard environment where models can be exported and imported by applications,
stored in a repository, transformed, and used to generate application code.

MOF consists of a hierarchy of four model levels (see Fig. 4). The bottom level,
MO, holds the objects of the reality. The next level, M1, holds the conceptual user
model representing the objects of level MO. Level M2 is a model of the information
at M1 and is referred to as a metamodel. It specifies the modelling elements that
can be used for modeling on level M1. In Fig. 4 UML Class, Instance and Attribute
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are used to represent that a video with title “Casablanca” is an instance of class
Video. The level M3 holds a model of the information at M2, and therefore is the
meta-metamodel, often also referred to as the Meta-Object Facility.

As shown in Fig. 4, level M1 contains both, the conceptualization of a domain,
represented as classes, and their instances. This approach is criticized by Atkinson
and Kiihne [8], who introduce the distinction between linguistic and ontological
instance-of relationships.

The use of general purpose modelling languages like UML has been identified
as another disadvantage of model-driven engineering based on MOF [9]. This can
be overcome by using domain-specific modelling languages, where the domain
conceptualization is defined on level 2 and the models are on level 1. This is the
reflected in the metamodel layers defined by Karagiannis and Kiihn [5] (see Fig. 5).

Here, in contrast to MOF, the second level contains the conceptualization of a
domain-specific modelling language (the classes for objects and relations) and the
models on level 1 consist of instances of these classes (see Fig. 6)—corresponding
to ontological instance-of relationship in the sense of Atkinson and Kiihne [8].

The Agile Modelling Method Engineering (AMME) is an approach for the
development and adaption of modelling methods [11]. It is based on the metamodel
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layers of Fig. 5 with predefined meta-metamodel and specific toolkits for modelling
and metamodeling. The AMME framework is instantiated by the Open Models
Initiative Laboratory OMiLAB! as support for research projects and communities
and realized by the ADOxx metamodeling platform.? Figure 7 shows on the left
the architecture of ADOxx. It consists separate toolkits for metamodeling and
modelling. On the right is an excerpt of the metamodel for BPMN in ADOxx
showing the class hierarchy representing the abstract syntax and, on the right, the
concrete syntax for the class Task.

The book serious about domain-specific conceptual models edited by Karagian-
nis et al. collects a large number of domain-specific conceptual modelling methods
based on this approach [12, 13].

3.2 Logic-Based Ontologies

The word “ontology” has different meanings in different communities [3, 14].
In Artificial Intelligence, the term ontology is used for a kind or knowledge
representation which originated from semantic networks, a graphical representation
consisting of nodes representing objects or category names and links connecting
them.

In his seminal paper about the epistemological status of semantic networks [15]
Brachman introduced an additional epistemological layer allowing to distinguish

Uhttps://www.omilab.org/
2 https:/adoxx.org/
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between types of concepts and relations. This led to the development of description
logics [16], which make a distinction between the terminological and assertional
representation and reasoning—often referred to as TBox and ABox. Individuals
represented in the ABox are instances of concepts represented in the TBox (also
called the schema of the ontology). The first knowledge representation language
based on description logic was KL-ONE [17]. In the meantime, the ontology-
language of the semantic web OWL [18] is a kind of quasi-standard for description
logics.

The TBox/ABox distinction is in line with the separation of levels 1 and 2 in
metamodeling (see Fig. 5): The TBox corresponds to the metamodel on Level 2 and
the ABox corresponds to the model on Level 1. Figure 8 shows the video example
represented as an ontology.

The distinction between ABox and TBox is primarily useful for implementing
efficient and decidable reasoners. RDFS [6] is an ontology language that allows for
various levels of ontological instantiation and thus satisfies the requirements of [8].

4 Interpretation of Models

Model interpretation requires knowledge. One can distinguish between two kinds of
knowledge that is needed for model interpretation:

* knowledge about the conceptualization, i.e. the syntax and semantics of the
predefined concepts and relations.
» knowledge about specific applications, i.e. the meaning of the instantiations.
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4.1 Interpretation of Graphical Models

For graphical models, the knowledge for the correct interpretation is in the mind of
the human. The conceptualization is specified in the modeling language and both
the human modeler and user are expected to know the syntax and semantics of the
concepts. When interpreting a model, the human user recognizes the notation of the
concepts and can interpret its meaning.

Figure 9 shows two graphical model elements. On the left is an element of the
ArchiMate language for enterprise architecture. From the shape, the human user can
see that the element represents an application component. The second element in
Fig. 9 can be interpreted as a manual task in BPMN, which again can be recognized
from its shape. The concepts and shapes of application component and subprocess
are defined in the metamodels of ArchiMate and BPMN, respectively.

Knowing the metamodel concepts, however, is not sufficient for an interpretation
of the model. Additional knowledge about the application domain is required to
interpret the designations of the model elements. In the examples of Fig. 9, it is
expected that the user knows that “Evento” is the student administration system
used ad FHWN and that “Fettuccine” is an Italian pasta.

Summarizing, it can be said that graphical models are adequate for human
interpretation, but requires some knowledge management effort: Users must be
trained so that the know the meaning of the modelling elements. Modelers are
responsible for choosing the designations such that they are unambiguous and are
understood in the same way by all users of the model. Ambiguous designations and
missing knowledge are sources of misinterpretation and misunderstanding.

4.2 Machine Interpretation of Ontological Conceptualization

Logic-based ontological modelling languages allow for modelling not only the
modelling elements but also additional knowledge about the application domain. For
the example of Fig. 9, the ontology would not only contain classes for applications
component and manual task but also contain the knowledge that Evento is an
information systems and that Fettucine is a kind of meal.

A more realistic scenario is shown in Fig. 10. It shows the ontological model of
a task “send invoice”. On the left is a subset of the class hierarchy representing the
conceptualization of business processes,. On the right is an ontological representa-
tion of the APQC Process Classification Framework, which represents knowledge
about the application domain.. “Send invoice” is an instance of the class “UserTask”
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Fig. 10 Ontological conceptualization for business process modelling

and has a reference to “Transmit Billing Data”, which represents the functionality
of the task.

While ontological models can be interpreted by machine, they are not adequate
for use by humans. Although machine interpretation of models can be of advantage
for some explications, representing the additional application knowledge requires
additional effort. It particularly makes sense, if one can rely on already existing
knowledge representation, as in the example above, where the predefined APQC
process classifications was reused.

4.3 Combining Human and Machine Interpretation

As shown in the previous sections, both human and machine interpretation of
models have advantages and disadvantages. This is why a combination of graphical
models and ontologies can make sense. Semantic Lifting as developed by Karagian-
nis and Hofferer [19] extends metamodel with application knowledge (see right side
of Fig. 11).

Semantic lifting has the disadvantage that models and ontologies are represented
in different forms and in different environments. Ontology-based metamodeling
allows to overcome this disadvantage by representing also the metamodel as an
ontology (Fig. 12).

Ontology-based metamodelling has been implemented in the AOAME tool
[20], which provides a single environment for metamodelling, modelling and
ontology development. Modelling elements are directly created as instances of the
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classes of the modelling language (Fig. 13). It additionally extends the agility of
metamodelling as it allows to expand the metamodel ontology on the fly during
modelling (see framed element in Fig. 13).

5 Use of Ontology-Based Metamodelling

Model Driven Architecture (MDA)? is a standard from OMG to support model-
driven engineering . MDA provides guidelines for structuring software specifi-
cations that are expressed as models. MDA is related to multiple standards, in
particular UML and MOF. This has resulted in drawbacks, which are already
described above. Metamodelling can contribute to overcoming these drawbacks.
By using domain-specific metamodels, rules for model transformation can be
specialized and reused. In the following I discuss potential advantages of ontology-
based modelling for model-driven engineering.

3 https://www.omg.org/mda/
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5.1 Model-Driven Software Development

One idea of MDA is that code can be generated by transforming model down the
different levels of abstraction. MDA distinguishes between models on three level
of abstraction: Computation-independent Model (CIM), the Platform-independent
model (PIM), and the Platform-specific model (PSM).

Figure 14 shows an adaptation of model-driven architecture, which uses the
layers of metamodeling instead of the MOF layers. The conceptualization is on level
1, with metamodels for the of the models CIM, PIM, and PSM. I used dotted lines
between the metamodels to indicate that they are not strictly separated because all
models deal with the same domain—just from different perspectives and different
levels of abstraction.

e The CIM provides an understanding of the system’s purpose and requirements.
It captures the business goals, processes, and rules, serving as a bridge between
the business domain experts and the software developers.

* The PIMs focus on the logical structure and behaviour of the system. They allow
for the exploration of various design options, enabling system architects to make
informed decisions without being tied to a specific platform.

* The PSMs take into account the specific technologies that will be used for
implementation. This level of abstraction allows for the generation of code,
configuration files, and other artifacts that are specific to the chosen platform.

Together the models on these abstraction layers facilitate the development of robust
and adaptable software systems.
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Fig. 14 Adapting Model-Driven Architecture with domain-specific modelling
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Transforming models from the higher-level, computation-independent models
to code is at the core of MDA. Automating this transformation is a challenge.
To support model transformation, the OMG has standardized Foundation UML,
which is influenced by Executable UML [21]. Ontology-based modeling and
metamodeling offers advantages for model transformation.

* While fUML is a general-purpose language, using ontology-based modelling and
meta-modelling allow for creating domain-specific modelling languages.

* Adding ontologies about the application domain can allow for defining domain-
specific transformation rules, which can be reused for multiple projects. As an
example, consider transformation rules for digitalisation of business processes,
which can be standardized based on the standard BPMN metamodels for business
processes.

A special case is the development of knowledge-based systems. As the models can
be interpreted by machines, the platform-specific model is executable itself. This
means that the code-generation step is not needed, because the model itself can be
used for automated reasoning (see Fig. 15).

5.2 Model Validation

As ontology-based modelling languages can be interpreted by human and machine,
the models and their transformations can be automated and are at the same time
human-understandable, which allow for automated validation of the models. In
[22, 23] we describe an approach for validation of enterprise architecture models.
Enterprise architecture principles can be represented on various abstraction layers
corresponding to the distinction between CIM and PIM. On the CIM level, the
architecture principles are represented using structured English notation as specified
in SBVR [24]. The enterprise models are represented using the extended ArchiMEO
ontology [25] and annotated with domain knowledge and formal representation of
derivation rules between architecture views. This corresponds to the PIM level.
Thus, the validation combines ontology-based enterprise architecture models with
domain knowledge and allows for automated validation of architecture models for
conformance with enterprise architecture principles.
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5.3 Knowledge Management

While knowledge-based systems automate decision making, there is knowledge that
cannot be represented explicitly. This is particularly the case for tacit knowledge
which remains in the mind of human experts, because it cannot be made explicit.
As already shown in [26], knowledge sources can be described with ontologies,
while the PROMOTE approach [27, 28] supports knowledge creation and usage with
graphical models. Ontology-based modelling allows for the seamless combination
of these approaches by enabling the annotation of the models with knowledge about
information, enterprise and the application domain.

6 Conclusion

This paper shows significant contributions of Dimitris Karagiannis to the area
of modelling and metamodelling. He laid the foundation for further research.
The ontology-based modelling and metamodelling described here is one of these.
It extends the findings on metamodelling and semantic lifting. Models can be
easily created and understood by humans. At the same time, the representation
as an ontology allows further machine evaluation for decision support, model
transformation and model-based application development.
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Pushing the Boundaries ®)
of Process-Oriented Quality Management <o
Through Conceptual Modeling

Florian Johannsen

Abstract Quality management must continuously adapt to new business trends and
technical progress. However, there is often a lack of time and resources to deal
with the development of new methods for quality management. For this reason, the
focus in practice is primarily on the question of how established quality management
methods can be specifically adapted and expanded for new fields of application. At
this point, conceptual modeling and metamodeling are valuable means to integrate
new concepts with established quality techniques and methods to further develop the
discipline. This paper highlights the topics of “smart services” and “environmental
sustainability” and shows how modeling-based solutions for these fields can be
purposefully created with the help of metamodeling.

Keywords Quality management - Smart services - Environmental sustainability

1 Introduction

These days, enterprises face numerous challenges such as constantly rising customer
expectations, high energy costs, skills shortages, fragile supply chains or the need
to integrate new technologies (e.g., artificial intelligence, immersive media, etc.)
just to mention a few [1, 2]. Considering this, the redesign of a company’s business
processes to keep pace with the changing market conditions is of utmost importance
[3, 4]. For this purpose, the value of process-oriented quality management (PQM)
(cf. [5]) is recognized in both practice and literature as a means to support digital
transformation initiatives (e.g., [6]), improve process performance (e.g., [7, 8]) or
reduce greenhouse gas emissions and energy consumption (e.g., [9]) among others.
Various methods such as Six Sigma, Lean Management, Total Quality Management
(TQM), or Kaizen have been proposed over the years (cf. [5]). However, the
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trend is moving towards the construction of enterprise-adapted quality management
methods that align with business objectives and are easy to handle for employees
(cf. [4, 10]).

Thereby, the PQM discipline is constantly evolving due to technological progress
and new paradigms of doing business, which require existing approaches to be
extended or new methods to be developed (cf. [11, 12]). For instance, technologies
in industry 4.0 environments (e.g., Virtual Reality (VR) or Cyber-Physical-Systems
(CPS)) offer new opportunities for PQM, such as maintenance works by help of
VR glasses, providing additional construction drawings for the worker [13]. At
the same time, machine sensors create real-time data, which enables the design of
smart services that make use of this data to increase the “customer value” (e.g.,
a predictive maintenance service) [14]. Furthermore, the issue of environmental
sustainability is increasingly being taken into account these days as well, and
accordingly, corresponding performance metrics need to be considered in PQM
projects (e.g., [15, 16]).

However, the design of new quality management methods or the adaptation
of existing ones does not keep pace with the above-described developments.
Hence, standardized PQM methods to redesign business processes to become more
ecologically sustainable are missing as well as approaches for improving smart
services (e.g., [17, 18]). In this respect, conceptual modeling and metamodeling
can not only help to create enterprise-adapted PQM methods for various settings
(cf. [10]), but also to extend existing approaches like Six Sigma. On this occasion,
conceptual modeling has proven to be a valuable means in documenting, sharing,
and processing the results created in PQM initiatives (cf. [19, 20]). This is decisive,
because the communication of incomplete results, due to insufficient documenta-
tion, is a severe weakness in many PQM efforts hampering project orchestration
endeavors (cf. [21, 22]).

This paper provides examples of how conceptual modeling and metamodels can
be used to enhance the current capabilities of PQM methods in response to the
aforementioned social and technological developments. The paper is structured as
follows: In the next section, theoretical foundations are presented. Following that,
metamodels are introduced for the topics of “smart services” and “environmental
sustainability” alike. Different levels of granularity are presented for constructing
corresponding metamodels. After a discussion, the paper concludes with a summary
and an outlook.
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2 Foundations

2.1 Process-Oriented Quality Management & Quality
Techniques

Process-oriented quality management (PQM) deals with the improvement of busi-
ness processes to fulfill the expectations of customers as well as stakeholders
and essentially comprises the following activities (cf. [23, 24]): definition of cus-
tomers/stakeholders and their needs, development of product and service features,
redesign and improvement of processes to realize the defined features and anchoring
the measures at the operational level [23]. In this regard, the creation of error-free
products and processes by the workforce is expected to result in higher profits [25].

Considering this, various step-by-step approaches to improve business processes
have been proposed over the decades (e.g., [26]). A well-known approach is the
five-step procedure of Harrington [27], who suggests to focus on a company’s
critical processes when choosing a project. This method is referenced by Adesola
and Baines [28], who propose a seven-step approach to improve business pro-
cesses. Thereby, the operational character of the method to guide users in finding
opportunities for improvement is emphasized (cf. [28]). In addition, Vakola and
Rezgui [29] present an improvement method called “Condor methodology”, which
puts organizational issues and humans in the center of attention. However, Zellner
[26] points out that many existing step-by-step methods suffer from a lack of
methodological support at certain project stages.

Another strategy is the use of business process patterns to uncover known
and recurring process weaknesses (e.g., [30, 31]). An overview of corresponding
patterns is given by Fellmann et al. [30] for instance. In addition, process mining is
seen as a valuable means to analyze as-is processes and arrive at should-be processes
by help of event logs (cf. [32, 33]).

Against this background, quality techniques (e.g., Cause-and-Effect Diagram,
etc.) (cf. [34]) are an essential component of any PQM method, because they serve
to fulfill specific tasks in a project, e.g., the mapping of the process or the definition
of key performance indicators (KPIs) [35, 36]. The literature proposes a wide
variety of techniques (e.g., [34]), some of which have a more formal character (e.g.,
model types), while others (e.g., brainstorming) use less formal forms of knowledge
representation, such as sketches or lists (e.g., [37]). A well-known collection of
quality techniques is the so-called “7x7 toolbox” of the Six Sigma approach,
which classifies techniques as “design techniques”, “management techniques” or
“customer techniques” among others [38]. In that context, recent research outlined
beneficial synergies between quality techniques (cf. [39]). An exemplary overview
of techniques is available at: http://tinyurl.com/mp7nmhk5
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2.2 Operational Challenges of Process-Oriented Quality
Management

A major challenge in PQM initiatives is to leverage employees’ implicit process
knowledge (cf. [40]) to purposefully develop process improvement suggestions
(challenge 1). Therefore, individuals possessing valuable insights into customer
expectations and process weaknesses should actively participate in PQM projects.
Howeyver, the workforce often lacks the time and resources to familiarize themselves
with various methods for process improvement or to conduct several projects in
parallel, which constitutes a second challenge [41] (challenge 2). Third, if the
selection of quality techniques does not align with the problem description and
employees’ skills, the project may fall short of expectations [42] (challenge 3).
Fourth, an improper documentation of project results not only hampers the project
coordination but also increases the likelihood of duplicate work or the unheeded
reversal of already achieved results (cf. [21]) (challenge 4). Fifth, many existing
PQM methods are considered oversized and too complex for projects with a narrow
scope [43] (challenge 5).

In addition to these operational challenges, there are also organizational and
strategic issues (e.g., lack of a recognition culture) that may impede project success
(cf. [42]). Though, the emphasis of this paper will be on the operational level.

2.3 Codification of Knowledge Via Conceptual Modeling

Conceptual modeling can help to resolve several of the aforementioned challenges
(Sect. 2.2) through the purposeful codification of knowledge in PQM projects.
Codification in this context involves not only converting human knowledge into
machine-processable information [44], but also the structuring and representing the
knowledge adequately, using tables, sketches or drawing among others [37, 45, 46].

In this regard, capturing results in form of conceptual models enables clear com-
munication, preventing duplicate work and facilitating the coordination of parallel
projects (see challenge 4). Furthermore, conceptual models contribute to reducing
complexity (e.g., [47]) by linking relevant pieces of information and visualizing
obscured relationships, such as the link between customer requirements and process
performance. This improves comprehensibility for quality issues allowing even
employees with less pronounced PQM skills or experience to participate in projects
(see challenge 1). Moreover, appropriate model types that structure and interconnect
information facilitate the efficient development of results, which saves resources and
time (cf. [19]) (see challenge 2). Recently proposed model types for PQM, along
with approaches for their purposeful selection and integration (cf. [10]), simplify the
choice of the most suitable techniques for a project (see challenge 3). In this line,
also the construction of enterprise-adapted PQM methods for initiatives of different
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scope is enabled (cf. [10]) (see challenge 5). For an overview of quality techniques
designed as conceptual model types refer to Johannsen and Fill [20] for instance.

3 Further Development of PQM for Emerging Topics
with the Help of Conceptual Modeling

Emerging industry topics like “smart services” or the “environmentally sustainable”
design of business processes (cf. [48, 49]) require PQM methods to be further
developed. Hence, new concepts like environmental performance metrics (cf. [16])
or smart service quality dimensions (cf. [50]) have to be acknowledged and
integrated with existing methods. This integration of new ideas can ideally be done
at a metamodel level, whereby different granularity levels may be addressed (see
Fig. 1). These can either be attributes of classes (level 3), the classes and relations
themselves (level 2) or model types (level 1) (cf. [S1]).

In this section, we present examples for extending existing PQM methods or
techniques at the metamodel level to encompass the domains of “smart services”
and “environmental sustainability”.

3.1 Smart Services and Quality Management

Smart services represent digital services that are attributable to an increased digital
interconnectivity of devices and machines, whereby sensors collect data to be
processed via the internet or other networks [52]. Smart services come in various
forms such as “smart production services”, “smart transport and mobility services”
or “smart healthcare services” to mention a few [53]. An example for a smart
production service for elevators is the service “MAX” by “thyssenkrupp”, wherein
operational elevator data is sent to the cloud, analyzed and predictive maintenance
works get triggered [53].

Smart services are inherently complex because they are composed of “physically
delivered services”, “digital services” and “physical elements” (sensors or devices)

Fig. 1 Granularity levels Level 1
[51] Model Type

" Level 2
Classes & Relations

Level 3
Attributes
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[50]. In this respect, quality dimensions for physical products, traditional services
but also digital services have been proposed in the literature (cf. [54-56]). Neverthe-
less, integrating these different perspectives is necessary to purposefully improve the
quality of a smart service. Therefore, an integrated smart service quality framework
for senior care services was proposed by Neuhuettler et al. [50]. Simultaneously,
methods to operationally improve smart services in light of such frameworks,
addressing product, service, and digital quality equally, are largely missing so far.
Moreover, due to the novelty of the discipline (e.g., [57]), it remains unclear to what
extent existing PQM methods can be modified to effectively work for smart service
settings.

3.2 Conceptual Modelling for Improving Smart Production
Services

In a recent work by Johannsen and Leist [17] a modeling tool-based Six Sigma
approach for smart production services is introduced. In this context, 17 model types
covering all stages of the Six Sigma cycle (DMAIC—Define, Measure, Analyze,
Improve, Control) (e.g., [58]) were developed, to codify and structure emerging
knowledge. For this purpose, the core concepts of established quality techniques
were identified and converted into classes and relations of corresponding metamod-
els (cf. [17]). These propositions are subsequently referenced, to demonstrate the
design of metamodels for PQM initiatives affecting smart service quality.

Considering granularity level 1 (Fig. 1), a new model type called “Data
Assessment Model” was introduced among others (cf. [17]). The model type
outlines the participants in a smart service setting that receive and send data
(receiver and sender). Thereby, the sender and receiver can be further specified
as a “machine/sensor”, an “application/software” or a “human”. Furthermore, the
relationships between the data and the process steps become evident. Additional
attributes (e.g., topicality, consistency, etc.) allow for rating the data quality (e.g.,
[59]). The corresponding metamodel is shown in Fig. 2.

The metamodel for the “Performance Indicator Model” for smart production
services is an example for the adaptation of an already existing metamodel on
granularity level 2 (see Fig. 2). Primarily, this model type helps to specify and
operationalize KPIs in a project. Therefore, the KPIs defined in a model instance get
structured and described in-depth. This way, the as-is performance measurement of
a smart production service is enabled. An initial proposition for the “Performance
Indicator Model” is described in Johannsen and Fill [20].

However, this metamodel needed to be adapted to work properly for smart
production services. Hence, a class called “Smart service element” was added, along
with specializations derived from the suggestions of Neuhuettler et al. [50] (e.g.,
physically delivered service, etc.). Consequently, the modeler can relate KPIs to the
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Metamodel for the “Data Assessment Model” (granularity level 1)
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Fig. 2 Examples for further developments with respect to smart production services

elements of a smart service at an instance level and ensure that all smart service
components are equally subjected to performance measurements in this way.

With respect to granularity level 3 (Fig. 1), the “Affinity Diagram Model”
(cf. [20]), which is a model type to support the development and structuring
of improvement ideas is mentioned hereafter. In this model type, the modeling
construct “solution” is used to specify improvement suggestions to overcome
weaknesses of a smart production service.

To further define, which components of a smart service, along with correspond-
ing quality dimensions, are affected by the improvement suggestions, attributes like
“Smart Service Element”, “Quality Dimension—physically delivered service” or



86 F. Johannsen

“Quality Dimension—digital service—incubative dimension” (cf. [60]) were added
to the “Solution” class. The quality dimensions and attribute values were derived
from research about product quality (cf. [54]), service quality (cf. [61]), data quality
(cf. [59]), and digital quality (cf. [60]). An excerpt from the corresponding FDMM
presentation (Formalism for Describing ADOxx Meta Models and Models) (cf.
[62]) is shown in Fig. 2. Accordingly, the excerpt presents the attributes and data
types occurring in the “Affinity Diagram Model”.

Figure 3 presents examples of the corresponding model types whereby the case
of a predictive elevator maintenance service is used (e.g., [53]). The model types
were implemented via the ADOxx metamodeling platform (adoxx.org). In the “Data
Assessment Model” instance, two activities “analyze cloud data” and “decide about
solvability” are shown together with the processed data and the associated data
sources. In the instance of the “Performance Indicator Model”, KPIs to measure the
smart service performance are defined. Finally, solutions to overcome the reasons
for insufficient performance are collected (e.g., training of employees) and classified
with the help of the “Affinity Diagram Model” (e.g., solutions affecting employees,
sensors, etc.).

3.3 Environmental Sustainability and Quality Management

In view of the climate targets defined by the EU and the increasing awareness of
environmental sustainability, more and more companies are searching for ways to
reduce greenhouse gas emissions, energy consumption and resource expenditure
[63]. In this context, PQM helps transform as-is procedures into more eco-friendly
should-be processes [9]. Therefore, adapted PQM methods, such as “Green (Lean)
Six Sigma” or “Green Lean Management”, have been proposed in the recent past
(e.g., [18]). However, there are no accepted standards yet because the research field
is rather new, and there is fuzziness about the term “green quality” [64].

In literature, a variety of quality techniques are proposed for improving business
processes with respect to environmental sustainability. These suggestions often
represent adaptations or enhancements of well-established techniques (e.g., Value-
Stream-Map) (cf. [65]), whereby these modifications and further developments can
be systematically described at a metamodel level as well.

3.4 Conceptual Modelling for Environmental Sustainability

To arrive at metamodels for environmental sustainability, we enhance model types
that were developed in our prior research on modeling-based PQM independent of
a particular domain (cf. [20]).

With respect to granularity level 2 (Fig. 1), we exemplarily present an extension
of the CTQ-/CTB-Matrix (cf. [34]) by the classes “Voice of the Environment
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Metamodel for the “CTQ/CTB Model” (granularity level 2)
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Fig. 4 Examples for further developments with respect to environmental sustainability

(VOE)” [66] and “Critical-to-Environment (CTE)” factor at a metamodel level.
Generally, the CTQ-/CTB-Matrix helps to collect and structure customer (Voice of
the Customer—VOC) and stakeholder (Voice of the Business—VOB) requirements
alike to derive project goals, i.e., “Critical-to-Quality (CTQ)” and “Critical-to-
Business (CTB)” factors. These concepts are now enhanced by environmental
requirements (VOEs) (cf. [66]), enabling the specification of environmental goals
(CTE factors) (see Fig. 4). In this way, environmental objectives can also be
considered when defining PQM projects. An instance is shown in Fig. 5. Hence,
based on three VOC statements, a CTQ and a CTE factor are derived, determining
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the project goals. Thereby, the reduction of greenhouse gas emissions during
production is defined as a quality goal for instance.

With regard to granularity level 3, the SIPOC Diagram should serve as an
example. Essentially, this model type provides a brief overview of a business process
to be improved including the input processed, the output created as well as the
suppliers and customers involved (cf. [34]). Figure 4 shows the proposed adapted
metamodel of the STIPOC Diagram (SIPOC Model). Thereby, information about the
input processed and output produced is enriched by environmental performance
metrics like “emissions to air” or “solid waste” (cf. [67]). These performance
metrics are integrated as attributes of the classes “Input” and “Output”. This way,
the ecological footprint during the delivery of materials or the production of goods
can be recorded in a model instance. Additionally, the so-called “waste mode” (e.g.,
overproduction, unnecessary transport, etc.) [68] is proposed as an attribute for the
class “Process step”. This information indicates potentially negative effects on the
environment during process execution.

It should be mentioned that research on PQM for environmental sustainability
is a novel discipline, and hence, new model types to support environmental PQM
initiatives are largely missing thus far. Rather, the current discussion revolves around
the extent to which existing quality techniques can be purposefully used to achieve
environmental goals. Accordingly, examples for granularity level 1 (Fig. 1) are to
be developed in upcoming steps.

4 Discussion

With the rise of new technologies and novel ways of doing business, existing PQM
approaches have to be constantly further developed (cf. [11]). Conceptual modeling
not only helps address many of the challenges in PQM projects as outlined in Sects.
2.2 and 2.3 but also serves as a starting point for adapting established methods and
techniques to function in new environments.

Metamodeling, therefore, supports the explication of the functionality and core
concepts of quality techniques through the use of classes and relations. New
requirements, such as those arising from the emergence of smart services or
the increased awareness of environmental sustainability, can be integrated at the
metamodel level, as demonstrated in Sect. 3. Consequently, the functionality of
quality techniques can be extended or adapted, leading to the creation of new PQM
methods for various domains. In this context, Agile Modeling Method Engineering
(AMME) [69] assists in combining the newly created metamodels to develop PQM
methods that best match with the project situation.

By using metamodeling platforms like ADOxXx, prototypes supporting the agile
construction of adapted PQM methods can be implemented (cf. [10]). During
method construction, knowledge about the valuable combination of quality tech-
niques to utilize synergies is crucial (cf. [70]). An example would be the further
processing of quality goals (CTQs, etc.), which can be defined by help of the
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CTQ-/CTB-Matrix via the Measurement Matrix (cf. [34]) to derive suitable KPIs.
Accordingly, the beneficial interplay between quality techniques is analyzed in
Johannsen [70], and indicators for synergies are outlined at the metamodel level.

In summary, this paper demonstrates that PQM can be purposefully further
developed, and the boundaries of the discipline can be shifted through conceptual
modeling. It becomes evident that concepts put forth by business trends can be
integrated with metamodels at different levels of granularity. This includes the
addition of attributes, the introduction of classes or the development of new model
types. However, the modeling method engineer must decide on the most promising
option.

5 Outlook

The paper demonstrates opportunities to refine the PQM discipline through concep-
tual modeling and metamodels. For this purpose, examples from the areas of “smart
services” and “environmental sustainability” were presented. Both research fields
are highly dynamic, and universally accepted PQM standards do not yet exist for
these. The artifacts in this paper therefore represent research-in-process results.

Considering this, a comprising evaluation of the introduced model types is to
be performed in upcoming steps. Furthermore, ADOxx will be used to create
prototypes that facilitate the easy construction of enterprise-adapted methods for
PQM. The prototypes realized in this manner will undergo usability studies to revise
and improve them for practical application.
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Metamodeling Platforms: Observations )
and Evolutions Qe

Harald Kiihn

Abstract Metamodeling platforms are an established foundation for the realization
of domain-specific modeling tools in the academic and research domain as well as in
the industrial and business domain. This chapter illustrates observations made using
metamodeling platforms in industry such as the “democratization of modeling” and
the usage of method fragments in Agile Modeling Method Engineering (AMME).
In recent years, metamodeling platforms evolved both due to their intensified use in
practice and rapid technological developments in services they use. An enhanced
meta-modeling platform architecture is presented, incorporating the notion of
service-orientation. It is proposed to extend method engineering to method oper-
ation, introducing the Continuous Modeling Method Operation approach (CMMO).
To combine the expressiveness of domain-specific languages (DSL) and the power
of large language models (LLM), a system architecture and integration proposal is
presented.

Keywords Metamodeling platforms - Agile modeling method engineering -
Method fragments - Metamodeling platform architecture - Continuous modeling
method operation - Integration of DSL and LLM - ADOxx

1 Introduction

Metamodeling platforms provide the foundation for flexible modeling method
engineering and efficient modeling tool development [1-4]. They are widely used
both in the academic and research domain as well as in the industrial and business
domain [5-8]. Metamodeling platforms are defined as [ . . . ] software environments
allowing the definition, usage and maintenance of a method’s elements: (a)
metamodels describing problem-specific modelling languages, (b) mechanisms &
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algorithms working on models and their underlying metamodels, and (c) procedure
models representing process descriptions how to apply the metamodels and the
corresponding mechanisms [ ... [’ [9, p. 215] (Fig. 1).

Situational Method Engineering (SME) [10, 11] considers the need, to tailor
methods or method fragments to specific requirements of a particular situation
or project. This approach is highly relevant in fields where standardized meth-
ods, standardized modeling languages and/or pre-defined mechanisms working on
models do not cover the full scope of a situation’s particularity and purpose. In
such situations, domain-specific solutions create value in efficiency, quality and/or
reduced costs. Examples are situational language extensions to BPMN to allow the
representation of risks and controls for Internal Control Systems (ICS) or specific
ESG! attributes to ArchiMate language elements to consider the CO, footprint,
the energy consumption or the pollution contribution of a business process, an
application component, an IT service or an infrastructure equipment [12]. Examples
for situational mechanism extensions are report generations for company-specific
risk and control reports or the cost calculation of CO, compensation measures based
on specific ESG attributes of ArchiMate elements.

Agile Modeling Method Engineering (AMME) [13] is an approach that applies
the principle of agility from Software Engineering to the practice of Modeling
Method Engineering. AMME encompasses a lifecycle with five phases: Create,
Design, Formalize, Develop, and Deploy/Validate. This approach is supported by
tools like the modeling method domain-specific language MM-DSL and the ADOxx
metamodeling platform [5, 14]. It focuses on evolving modeling methods iteratively
based on changing requirements and feedback loops.

1 ESG: Environmental, Social, Governance.
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Modeling methods often originate initially from research and related publica-
tions. According to [1], a modeling method consist of three method elements: (1) a
modeling language, (2) a modeling procedure and (3) mechanisms & algorithms.
The combination of a modeling language together with its modeling procedure
is called modeling technique. To evaluate and use modeling methods and its
method elements, it is essential to have them implemented in software-based tools;
processing capabilities require a digital representation. Domain-specific modeling
tools can be created by using metamodeling platforms and applying approaches
such as SME and AMME. Tools bring the “conceptual groundwork” from research
and innovation into real-life applications to validate the applicability of the method.
A tool allows to gather domain-relevant information by applying the method, to
analyze this information and to provide results based on the method. Thus, the tool
usage provides input for a method’s usability evaluation, the validation of its results
and recommendations to improve the method and its tooling.

In the context of the ADOxx metamodeling platform, a rich eco-system of
domain-specific tools and related communities and experiences has been established
over many years. This encompasses already more than 80 ADOxx-based tools
from numerous international research institutions and various application domains
which are freely available [15—17]. Followed by ADONIS and ADOIT Community
Editions for BPM and EAM [18], which are freely available as well. And finally the
industry-leading Management Office product suite of BOC Group with the BPM
tool ADONIS, the EAM tool ADOIT and the GRC tool ADOGRC [19] accom-
panied by professional services such as Software-as-a-Service (SaaS), Managed
Services, Training and Consulting.

The remainder of this chapter is structured as follows: Sect. 2 discusses various
observations gathered from projects applying metamodeling platform technology
and related domain-specific modeling tools, particularly based on ADOxx. In Sect.
3 important evolutions of metamodeling platforms are presented. These range from
evolutions which are already on the way as well as evolutions which are expected
to come in the near future. The chapter closes with an outlook to the potential
directions of metamodeling platforms and related technologies.

2 Metamodeling Platforms: Observations

Based on the experiences applying metamodeling platforms to create domain-
specific modeling tools since many years as well as from a broad range of projects
in the above mentioned communities, the following observations have been made.
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2.1 Democratization of Modeling

During the early adoption phase of metamodeling and domain-specific modeling
tools, the stakeholders and users have mainly been technical experts, method
engineers, business experts with IT background or IT professionals. Since then, con-
ceptual models and their use in Enterprise Management has dramatically extended
[20]. In almost every large or mid-sized organization, models such as process
models, organizational diagrams, application landscapes, risk and control models
etc. are used by a broad range of users. This includes not only the consumption of
model information itself. It ranges from active modeling using conceptual models
for descriptive and prescriptive tasks, via analytical and evaluative tasks down to
tool configuration by end-users (“metamodeling”). This broad range of usage is
called “Democratizing of Modeling”. It is driven by several reasons that reflect the
evolving needs of businesses, technological advancements, and changing workforce
dynamics.

» Bridging the skills gap: modeling tools with user-friendly interfaces and guided
workflows make it possible for non-technical staff to contribute effectively. These
advancements have lowered the barriers to entry, making it possible for a wider
range of users to engage with these tools. Organizations get more scalable,
without the bottleneck of relying on a limited number of expert modelers.

» Rapid response to market changes: democratizing modeling enables organiza-
tions to leverage the collective knowledge and agility of their entire workforce,
rather than relying solely on specialized teams for faster and more effective
responses. This inclusivity leads to more well-rounded modeling results and
informed decisions using the models, as insights are gathered from various
perspectives within the organization.

* Enhanced collaboration and innovation: when more people are involved in the
modeling process, it fosters collaboration and encourages a culture of innovation.
Different departments and teams can contribute their unique insights, leading to
more creative solutions and breakthrough ideas.

* Empowering employees: providing employees across various levels and func-
tions with the tools to engage in modeling tasks can lead to greater job
satisfaction and a sense of empowerment.

 Efficient resource utilization and cost-effectiveness: by enabling non-modeling-
experts to handle certain modeling tasks, organizations can make better use of
their human resources. It frees up specialized teams to focus on more complex
challenges, thereby improving overall efficiency. Also the dependency to external
and specialized consultants can be reduced.

In addition, improved contextualization features of metamodeling platforms and
their related method elements, lead to a much higher degree of guidance and self-
service in modeling tools (see Fig. 2). A context is described by the triple of an
actor, role and persona, for instance a person (actor: “Human”) reads a process
dashboard (role: “Consumer”) to view the approval state of the processes he/she
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is responsible for (persona: ‘“Process Responsible”). A modeling tool is accessible
via various access channels. Access channels for non-technical users are typically
represented by a group of widgets and user-interfaces in a specific context. Self-
service refers to empowering such users to independently use access channels to
access, create, manage, and utilize models and data without the need for specialized
technical expertise. Features include guided processes, wizards, or templates that
help users through the modeling process and intuitive and easy-to-navigate user
interfaces. These user interfaces often include graphical elements, drag-and-drop
functionalities, and a clear, non-technical language, enabling users with varied skill
levels to effectively interact with the system.

During the self-service process, users act in a concrete “Role”. As “Consumer”,
they rely on models, services, or results provided by the tool. As “User”, they
contribute via editors or specialized Ul widgets to the model repository. As
“Producer”, they configure the tool components, metamodels of modeling languages
and/or integration capabilities to provide the right tooling for consumers and users.

An entity fulfilling one of these roles is called “Actor”. An Actor can be human or
non-human, from an application point of view they are equivalent. This is of special
interest during implementation and usage of domain-specific tools. Depending of
the situational requirement of a modeling method’s element, instead of a human
person the related task could be executed by a machine or device (hardware agent),
a digital agent (software agent) or a mixture of both (hybrid agent). For example,
in a safety relevant situation where a human being could be harmed, a robot agent
could take over the responsibility executing the relevant task of the method. Or
in a business process optimization project the necessary process assessment could
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be taken over by an Al-based software agent analyzing the relevant processes
and providing assessment results and optimization proposals, supporting or even
replacing a business process consultant for this dedicated task.

A “Persona” represents a fictional but well-defined user group with distinct
characteristics, needs, behaviors, and goals. Personas are typically identified based
on user research and serve as archetypal user representations. Examples are process
responsibles, enterprise architects, application owners or risk managers. Together
with “Role” and “Actor”, “Persona” is the third element to contextualize the usage
of a metamodeling platform component via distinct access channels. Recognizing
non-human actors (like Al agents, software bots, and hardware systems) expands
the scope of modeling beyond human-centric processes. This inclusion allows for
automated, Al-driven analysis and modeling, which can handle complex tasks,
process large model bases, and provide insights that might not be evident to human
modelers.

The dynamic usage of metamodeling platform components by both human actors
and non-human actors led to open metamodeling platform architectures with a
variety of access channels. On the technology level a rich set of APIs, data exchange
formats, connectors and REST endpoints are typically offered (“Access Services”).
On the UI level often the possibility to integrate the whole Ul or parts of it via
widgets into the UI of external systems is provided (“Frontend Services”).

2.2 Situational Agility Using Method Fragments

Applying AMME incorporates the use of principles such as adaptability, exten-
sibility, integrability, operability and usability [13]. This leads in the context of
metamodeling platforms to the need, not only to support pre-defined modeling
methods and their specific method elements, but also to allow their refinement,
adaption, and extension. Or even to integrate complete new modeling languages,
usage procedures and mechanisms and features on-the-fly into an existing modeling
method and its related tooling. Trends as “Composable Enterprise” apply such an
approach on enterprise scale [21]: “A composable enterprise is an organization
that can innovate and adapt to changing business needs through the assembly and
combination of packaged business capabilities. Packaged business capabilities will
be sourced from third parties or composed internally. They will deliver more unique
and customized application experiences to application users.”

In the domain of SME, concepts such as “method chunk” and “method frag-
ment” have been established to enhance situational flexibility [10, 22]. There,
the presented concepts focus either on the “product part” (modeling language) or
the “process part” (modeling procedure). Application scenarios of these concepts
in the domain of information systems interoperability can be found in [23, 24].
The implementation of tools need in many cases specific algorithmic extensions
to analyze domain-specific models, simulate them or transform model structures
from one language to another. Therefore, an additional dimension “mechanisms &
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algorithms” is needed. To address this requirement, an extended method fragment
definition is proposed which incorporates all three modeling methods elements
“modeling language”, “modeling procedure” and “mechanisms & algorithms” [11].

A method fragment consists of an interface part and a package part (see Fig. 3).
The package contains the actual feature set of a method fragment. For example, a
package could be a set of modeling classes, relations and attributes representing a
process modeling language or a procedure model how to describe standard operating
procedures in the pharma industry or a specific algorithm to calculate the “value at
risk” in an Enterprise Risk Management methodology. An atomic package describes
a single, logically related and reusable unit of exactly one method element. In a
composite package, two or more packages are summarized to become a logical unit.
Sub-packages contained in a composite package can be both atomic and composite.
Within a composite package, also packages from different method elements can be
mixed. The interface of a method fragment again consists of two parts. The fragment
specification is a non-formal qualitative description of the purpose and feature
overview of the fragment. The adapters of a fragment provide access to the elements
contained in the package and facilitate the integration of various method fragments
into a method for a specific domain or a specific situation within a domain. Method
fragments are stored in a fragment catalog to allow the storage, search and re-use
of the fragments. Metamodeling platform components use the fragment catalog and
the related method fragments, to integrate and assemble them to create a domain-
specific modeling tool.
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The continuous use of method fragments in SME and AMME has led to the
need to transmit the necessary experiences and needed expert knowledge in an
easier way. A possible way to make expert experiences and knowledge explicit and
reusable are so called “patterns”. The idea of patterns goes back to the architect
Christopher Alexander, who captured and reused design experiences in architecture
and civil engineering by using a pattern language [25]. The Enterprise Model
Integration approach (EMI) introduced a pattern system for metamodel integration
patterns [11, 26, 27]. These patterns help to guide practitioners in integration
situations for method fragments related to modeling languages. Metamodels that
are primarily complementary employ loose integration patterns. These metamodels
are designed to function independently, not relying on the presence of another
metamodel. An example would be integrating the BPMN metamodel with the
ArchiMate metamodel. They do not rely on each other but could be bi-directionally
navigated. For creating a new metamodel or for incorporating elements into an
existing one, intermediate integration patterns are utilized. These patterns allow
for the partial independence of the new metamodel from the source metamodel,
with some elements capable of existing on their own, while others cannot. An
example would be mixing elements from a risk & control management metamodel
into the BPMN metamodel to allow the modeling of risk and controls as explicit
elements in a BPMN process diagram. In contrast, strong integration patterns are
applied when creating a new metamodel that fully depends on a source metamodel.
In this scenario, the new metamodel cannot exist separately from the source
metamodel [26]. An example would be to integrate an ESG-metamodel into the
BPMN metamodel to extend the attributes of class “Task™ with CO, footprint,
energy consumption etc. These attributes cannot exist separately of their containing
class “Task”.

3 Metamodeling Platforms: Evolutions

In the context of metamodeling platforms various evolutionary steps and directions
can be seen. Platform architectures have been extended to use cloud-based services
much easier and to allow their interlinkage with the different metamodeling platform
components. Combined with mappings and rule based transformation capabilities,
powerful integration and interoperability scenarios are supported. Parallel to the
usage of cloud-based services, metamodeling platforms itself are now deployed
and operated in many cases as cloud-based services. Therefore, deployment and
operation features have gained much more importance. And during the recent advent
and success of Large Language Models (LLM), the integration of metamodeling
platforms and LLM systems moved into focus.
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3.1 Metamodeling Platform Architecture

Metamodeling platforms are characterized by a set of logical components and
services which can be found in the one or the other way in any kind of metamodeling
platform. Figure 4 shows a component architecture of these logical components and
is an evolved and extended version of the architecture presented in [1, 9, 11, 28].

The core element of each metamodeling platform is the meta-metamodel pro-
viding the metamodeling concepts offered by the platform e.g. model and attribute
typing concepts, object-orientation, relationship handling, change-tracking, state-
based visualizations, (meta-)model runtime behavior, or (meta-)model extensibility.
The metamodel base stores metamodels representing concrete modeling languages.
Semantic schemas allow the contextual binding of metamodels to domain-specific
semantics and their rule-based validation. Models represented using these modeling
languages are stored in the model base. Mechanisms and algorithms used to create,
change, use and analyze models are stored in the mechanism base. Procedure models
are stored in the procedure base and describe the application of modeling languages
and related mechanisms. The instantiation of mechanisms uses a service repository
providing internal (pre-defined) services and external services such as cloud-based
services. The method fragments catalog is a directory to the method elements stored
in the specific bases.

The access and change of method elements (metamodels, procedures, mecha-
nisms etc.) is done via dedicated editors and provided to the end-user via frontend
services. These frontend services could be the editors itself e.g. running in a web-
browser or specialized user interfaces and Ul widgets incorporated into the daily
work environment of an end-user such as Atlassian Confluence, Microsoft Teams,
Slack etc. The API-based and file-based access services allow the bi-directional,
open exchange of related metamodel and model information with other systems
[9, 29]. The secure, robust and scalable execution of a metamodeling platform is

Frontend Services
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Editors Editors Editors Editors N Ul Editors
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Fig. 4 Component and service architecture of a metamodeling platform
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founded on services such as security services (en-/decryption, identity handling,
SSO etc.), persistency services (data storage, data retrieval, access protocols etc.),
deployment services (containerization, continuous integration/deployment etc.) and
operation services (resource allocation, monitoring, scaling etc.).

3.2 Continuous Delivery of Domain-Specific Modeling Tools

Situational usage and agile engineering of modeling methods have lead to lifecycles
which a method and its elements go through [10, 13].

Reference [30] provides an extensive overview of approaches to engineer
Domain-specific (enterprise) Modeling Methods (DSMM). In addition, the authors
systematically embed validation and verification techniques (V&V) into the engi-
neering steps following the five AMME phases. For each phase a detailed proposal
is provided which V&V technique should be used, with which quality and goal,
which artifacts will be created and which actor is involved.

The iterative, incremental method lifecycle described in [11, 31] consists of
the four phases “Acquisition”, “Implementation”, “Introduction” and “Execution”.
In the Acquisition phase, objectives and usage goals of the method are defined,
followed by requirement identification. This includes initial metamodel sketches
and effort estimations. Similar requirements are then consolidated, prioritized,
and detailed. The Implementation phase checks for existing method fragments
which meet the requirements. These fragments are reused or configured, and new
ones are developed, if needed. Integration of these fragments is then documented
through various online resources for effective method usage. The Introduction phase
involves selecting relevant business units and users, and clarifying technical aspects
like infrastructure. Training for scoped users is conducted, with optional piloting
for feedback and method fine-tuning. Finally, the Execution phase sees the method
rolled out across chosen units and user bases. Support processes are provided
alongside, covering methodological, business, and technical aspects. Continuous
improvement is driven by data from method usage, and the lifecycle re-starts
with the initial phase or ends with the method’s decommissioning when no longer
suitable.

Agile engineering approaches such as AMME combined with modern oper-
ation environments such as cloud-based environments, containerized/virtualized
environments or serverless environments led to additional requirements. Often the
DSMM approaches finish with a deployment phase. But using continuous delivery
methodologies such as DevOps, operation and monitoring aspects need to be
addressed as well. It is expected that upcoming evolutions of DSMM approaches
will be extended in this direction. A first proposal is the Continuous Modeling
Method Operation (CMMO) approach. It complements AMME with two additional
phases (Fig. 5).

In the operation phase particularities of the operation environments need to be
considered. This ranges from resource-oriented aspects influencing the performance
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of the execution of a domain-specific modeling tool, like the availability of main
memory, CPU or disk space, the availability of needed third-party service such as
data analytics, to information security relevant aspects such as data protection in
the used environments. Using operation environments which are priced by load-
dependent consumption, also pricing aspects need to be considered during modeling
tool operation to avoid any violation of available cost budgets. Storing sensitive
data in the modeling tool such as person-related data, confidential product or
process data, then also compliance-aspects such as data locations and related legal
conditions need to be considered during operation. Using external service providers
in operating a distributed ecosystem of modelling services, introduce challenges
handling the related uncertainty of external services while providing a reliable and
robust solution.

In the monitoring phase the execution behavior of the modeling tool, the under-
lying operation environment and the usage behavior will be observed. In addition
to the possibilities of the underlying metamodeling platform, often additional
services are incorporated such as for instance the ELK stack with a popular set
of open-source tools consisting of Elasticsearch, Logstash, and Kibana [32]. Each
component in the stack serves a specific purpose in data analysis and visualization.

The “Democratization of Modeling” (see Sect. 2.1) led to a broad range of
modeling users within an organization or a company. This broad range of users very
often needs different maturity levels of tool deployments (stages). Only one type
of tool operation environment will not be sufficient in such a context. Tool users
in research and innovation oriented business units need the possibility to execute
modeling tool experiments or to create tool prototypes for evaluations. To deploy
tools quickly without large overhead such as documentation, testing, training etc.
The requirements to the underlying operation environment are normally much less

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, AMME
i -4engineers has P 3 - complements
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Fig. 5 Continuous Modeling Method Operation (CMMO)
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extensive such as in large-scale development, pre-production or production environ-
ments. In these environments usually a large volume of developers, meta-modelers
and users are working and therefore much higher requirements in performance,
availability, backup and data protection are given.

3.3 Integration of Metamodeling Platforms and LLM Systems

Metamodeling Platforms have successfully been used since many years to create
and operate domain-specific conceptual modeling tools [16, 17]. Since some years,
Large Language Models (LLM) are successfully used for understanding, generating
and interacting with human language [33]. They are “large” both in terms of the
amount of data they are trained on and their architectural complexity [34, 35]. LLM
are a specific subset of Generative Al. Integrating LLM, DSL, and metamodeling
platforms can create a powerful synergy and would allow some interesting and
useful application scenarios.

Integrating LLMs with DSLs and metamodeling platforms enables the LLM to
understand and generate language that is relevant to specific domains, enhancing
the accuracy and utility of its responses. The LLM can leverage the structured
knowledge from metamodeling platforms, allowing it to provide more informed and
contextually appropriate responses, which will lead to enhanced domain-specific
understanding and user interaction.

LLMs can assist in automatically generating models and metamodels based on
user descriptions or requirements, speeding up both the modeling as well as the
metamodeling process. Thanks to the LLM’s capabilities, method engineers and
domain experts can interact with the metamodeling platform and related modeling
tools using natural language, making the interaction more intuitive and accessible.
Interesting results from first experiments using ChatGPT with conceptual modeling
can be found in [36].

Users can interact with complex modeling tools using natural language, facil-
itated by the LLM, thereby further democratizing access to advanced modeling
capabilities (see also Sect. 2.1). The LLM can translate technical DSL constructs
into plain language or domain-independent language constructs to domain-specific
concepts, helping bridge the communication gap. An example would be to translate
elements of the general purpose EA language ArchiMate to vendor-specific cloud
infrastructure mappings for Microsoft Azure, AWS or Google Cloud.

A further application scenario is to provide advanced analytical capabilities.
LLMs can analyze models for semantic correctness, consistency, and completeness
by understanding the underlying DSL and metamodeling principles. The LLM can
provide predictive analytics and intelligent suggestions based on historical data and
patterns learned from the metamodeling platform.

LLM system architectures can roughly be represented by three major compo-
nents. The Model Architecture component defines how the system processes and
understands language, the Training and Optimization component ensures that the
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model learns effectively from its training data, and the Infrastructure and Execution
component supports the actual operation and deployment of the model.

LLM systems use embeddings and vector databases [34] for various purposes
both in the Model Architecture component as well as in the Infrastructure and
Execution component. To represent and understand language, embeddings are
used to convert words, phrases, or other textual elements into numerical form,
specifically high-dimensional vectors. These embeddings capture the semantic
meanings and relationships of the language elements, which are essential for the
model to understand and process language. Modern LLMs often use context-aware
embeddings (like those generated by Transformer models) that represent words in
the context of their surrounding text, leading to a more nuanced understanding
of language. They enable semantic search capabilities, allowing LLMs to find
information based on the meaning and context of the query, rather than relying
solely on keyword matching.

Vector databases are specialized systems designed to store and manage high-
dimensional vector data like embeddings. They are optimized for operations like
similarity search, which is fundamental in tasks such as retrieving relevant infor-
mation. These databases allow LLM systems to efficiently handle large volumes
of embeddings, ensuring scalability and performance, especially in applications
involving real-time processing or large datasets.

In cases where LLMs are integrated with external domain-specific knowledge
such as from metamodeling platforms, embeddings and vector databases can be used
to incorporate and leverage this external domain-specific model data, enhancing the
LLM’s expertise in that particular area. The proposed integration approach is to
feed the different bases of the metamodeling platform, e.g. the metamodel base, the
model base, the procedure base or the base of semantic schemas and validation rules,
into the embeddings layer generating for each base one or more vector databases
(see Fig. 6). During the generation step, for each base one or more natural language
representations are generated which are then processed by the LLM system to feed
the embeddings and the related vector databases.

4 Outlook

Looking towards the future of metamodeling platforms, it is evident that several
key areas will shape their evolution and utility. This outlook aims to highlight four
important aspects.

Integration with emerging technologies: a significant trend in the advancement
of metamodeling platforms is their integration with cutting-edge technologies. The
synergy between metamodeling and advanced artificial intelligence, including large
language models, opens up new possibilities for automated model generation,
predictive analytics, and enhanced decision-making capabilities. Moreover, the
integration with domain-specific cloud services promises better contextualization
for specific problems under consideration. Easier integration and usage of cloud
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computing technologies will improve scalability expanding the potential of meta-
modeling platforms in handling complex and large-scale modeling tasks.

Democratization and accessibility: the future of metamodeling is also strongly
tied to its democratization and increased accessibility. This is where the concept
of self-service as well as the no code/low code movement comes into play. This
approach empowers users like citizen-developers to create and modify models and
even their metamodels without extensive coding knowledge, essentially enabling
self-service in model development. It aligns perfectly with the need for domain-
specific solutions, as users can tailor models to their specific industry requirements
without deep technical expertise.

Runtime metamodel adaptation: one of the key challenges is the need for
runtime metamodel adaptation. As business environments and requirements change
rapidly, metamodeling platforms must be capable of adapting in real-time and to
provide easy-to-use staging mechanisms. This requires not only robust underlying
technology but also a user-friendly approach and data security.

Open innovation: it is expected that domain-specific aspects will remain a very
important driver for the future of metamodeling platforms. Therefore, targeted
research and innovation approaches are needed. Collaborative efforts between
academia, industry, and users will be crucial in driving this applied research, guar-
anteeing that metamodeling platforms evolve to meet the related requirements.
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A Metamodel-Driven Architecture for )
a Unified Approach to Governance, Risk, e
Compliance and Performance

Christian Lichka

Abstract Regulatory requirements—often summarized under the term
compliance—are crucial to every company. Recent years have shown that these
demands are continuously evolving. Their general conditions—especially with
focus to risks—are susceptible to continuous and at times accelerating changes
influenced by local, national, and global factors. This paper derives three findings to
improve compliance management by addressing a unified approach that extends
governance, risk, and compliance (GRC) with a performance dimension and
proposes a metamodel-driven unified architecture blueprint.

* Finding #1: The advanced degree of digitalization in companies enforces the
handling of compliance requirements to be executed by and with the help of
adequate software programs to master the amount, quality, complexity, and
traceability of those requirements.

e Finding #2: A modern approach to deal with compliance is switching from
a pure cost approach of fulfilling requirements to an approach and tooling
that delivers direct financial added value and differentiation in the market.
Compliance becomes a relevant component of corporate performance.

* Finding #3: Compliance IT implementation must be made more flexible and
generalized in such a way that the topics outlined in the aforementioned findings
are covered. This requires a cross-domain unified data and software architecture
that is explicitly setup for Governance, Risk, Compliance, and Performance
(GRCP).
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1 Evolvement of Compliance Requirements

Over the past years, the landscape of compliance standards has evolved significantly,
marked by the introduction and refinement of various frameworks and regulations
worldwide. These standards collectively reflect a global trend towards more rig-
orous, transparent, and accountable regulatory environments, aiming to enhance
various aspects such as data protection, financial stability, equal treatment, consumer
safety, environmental aspects, or information security (e.g. in [1-4]). The following
list contains an overview of selected, prominent guidelines of the last decades:

1. Basel I (1988): The Basel Committee on Banking Supervision introduced Basel
I to establish minimum capital requirements for banks. This was the first
attempt to set global banking standards following financial disruptions in the
1980s [5].

2. Basel II (2004): Basel II expanded on the original framework by introducing
more sophisticated risk and capital management requirements. It focused on
three pillars: minimum capital requirements, supervisory review, and market
discipline [6].

3. ISO 9001 (First published in 1987, with revisions, latest in 2015): This standard
set criteria for a quality management system. It is based on quality management
principles including a strong customer focus, the involvement of high-level
company management, a process approach, and continuous improvement [7].

4. MaRisk (2005 in Germany): The Minimum Requirements for Risk Manage-
ment (MaRisk) were introduced by the German Federal Financial Supervisory
Authority (BaFin) as a comprehensive framework for risk management in banks
[8].

5. ISO 27000 series (First published in 2005, latest revision in 2022): Known as
ISO 27 K, these standards provide a model for establishing, implementing,
operating, monitoring, and improving an Information Security Management
System [9, 10].

6. ISO 31000 (First published in 2009, latest revision in 2018): This standard
provides guidelines on risk management. It seeks to provide principles, a
framework, and a process for managing risk. It can be used by any organization
regardless of its size, activity, or sector [11].

7. ISO 19600 (2014): ISO 19600 provides guidelines for establishing, developing,
implementing, evaluating, maintaining, and improving an effective and respon-
sive compliance management system within an organization. This standard has
been renewed and replaced by ISO 37301:2021 [12, 13].

8. Basel III (2010-2011, phased implementation till 2019): In response to the
financial crisis of 2007-2008, Basel III introduced more stringent capital
requirements, new regulatory requirements on bank liquidity, and leverage [14].

9. GDPR (General Data Protection Regulation, or DSGVO in German, 2018):
A significant shift in data privacy, GDPR gave individuals in the EU greater
control over their personal data and imposed strict data processing guidelines
on organizations [15].
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10. CSRD (Corporate Sustainability Reporting Directive, proposed in 2021): The
CSRD is an initiative by the European Union to extend the sustainability
reporting requirements to all large companies and all companies listed on
regulated markets (except listed micro-enterprises) [16].

11. ESG (Environmental, Social, and Governance criteria): While not a single
standard, ESG criteria have become increasingly important in business and
investment decision-making. Over recent years, a variety of standards and
frameworks have been developed to guide companies in ESG reporting and
performance [16—18].

Having named standards with national and international focus, the above-mentioned
list includes a stronger focus on EU countries. However, this list could be massively
enriched when extending the focus of observation on other regions. The United
States for example has introduced several key compliance standards to address
various aspects of corporate governance, financial practices, and privacy concerns
in the last decades. The Sarbanes-Oxley Act (SOX) of 2002 established rigorous
oversight of corporate financial reporting to prevent fraud and protect investors [19]
and extended the organization business and process management with enterprise
risk domains [20]. The Dodd-Frank Wall Street Reform and Consumer Protection
Act of 2010, enacted in response to the 2008 financial crisis, significantly reformed
financial regulation and aimed to reduce systemic risks [21]. The Health Insurance
Portability and Accountability Act (HIPAA) of 1996 safeguards sensitive patient
health information, setting standards for privacy and security in the healthcare
sector [22]. These standards as just a few examples collectively enhance corporate
accountability, financial integrity, and data security in the U.S. business landscape.

In the evolving landscape of regulatory compliance, a significant trend is emerg-
ing beyond the isolated implementation of individual standards. Organizations are
increasingly recognizing the necessity of developing integrated corporate systems
that holistically address a myriad of compliance requirements. This shift is driven
by the growing complexity and interrelatedness of compliance-related topics, such
as risk management, I'T- and data security. Traditional approaches, which often
involved siloed strategies for each regulation, are becoming inadequate in the face
of this complexity. Instead, there is a move towards more cohesive, overarching
frameworks that can encompass and harmonize the various aspects of compliance
[22].

A specific challenge is the multifaceted nature of risks and scenarios addressed
in compliance regulations. Modern business operations are intrinsically complex
and interconnected, making it challenging to tackle issues like operational risks,
cybersecurity threats, data privacy concerns, and financial regulations indepen-
dently. Each of these areas can influence and overlap with others, necessitating a
comprehensive approach. For instance, a data breach in one department can have
far-reaching implications, affecting compliance with data protection regulations,
financial reporting standards, and even customer trust. By adopting an integrated
system, organizations can ensure that their response to one area of compliance does
not inadvertently create vulnerabilities or non-compliance in another.



114 C. Lichka

This holistic approach is also being reflected in newer regulatory frameworks. A
notable example is the Swiss Financial Market Supervisory Authority’s (FINMA)
“Rundschreiben fiir operationelle Risiken und Resilienz” (Circular on Operational
Risks and Resilience) [22]. This regulation underscores the importance of having
structured, overarching risk management systems that are not just confined to
specific areas but are capable of addressing the full spectrum of operational risks and
building organizational resilience. Such regulatory norms are pushing companies
towards a more systemic approach to compliance, where the focus is not just on
meeting the minimum requirements of individual standards but on creating a robust,
comprehensive framework that can adapt to various compliance challenges in a
unified manner.

It is obvious that implementing a systemic approach to compliance in today’s
complex regulatory environment necessitates the use of IT software [23]. Tech-
nology is essential due to its ability to handle large volumes of data, automate
compliance processes, and provide real-time monitoring and reporting. IT systems
are particularly adept at identifying and managing interconnected risks across
various compliance areas, a task too complex for manual approaches. Additionally,
software solutions ensure up-to-date adherence to changing regulations and help in
maintaining comprehensive audit trails. The integration of domain specific func-
tionality and metamodeling capabilities extends software in semantically enriched
data structures and scenario flexibility. In summary, the use of IT software is not just
beneficial but critical for organizations aiming to achieve an integrated and efficient
compliance framework.

2  From Compliance to Company Performance

The above-mentioned aspects strengthen the ongoing shift from viewing compliance
solely as a regulatory obligation to recognizing it as a driver of performance
and financial success. This evolution is grounded in the fact that effective com-
pliance management, especially in areas like ESG (Environmental, Social, and
Governance), Risk Management, and quality standards such as ISO 9001, aligns
closely with operational excellence and market differentiation. Companies adept in
these compliance areas not only mitigate risks and avoid penalties but also gain
efficiencies and earn stakeholder trust. This strategic integration of compliance
with business performance offers a distinct competitive edge. Adherence to ESG
criteria, for example, underscores a commitment to sustainable and ethical practices,
resonating with the values of a growing demographic of conscious consumers
and investors. Similarly, meeting stringent financial or quality regulations signals
reliability and trustworthiness, key factors in attracting premium customers and
fostering loyalty. Thus, effective compliance management transcends its traditional
role, emerging as a pivotal element in shaping a company’s market identity and
driving both financial performance and differentiation in an increasingly value-
driven business landscape.
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Significant influence on company performance can be seen as an impact on key
financial metrics like profit margins, ROI, and EBITDA [25]. Effective compliance
reduces legal penalties and operational disruptions, directly safeguarding profit
margins. Let’s take a look at one exemplary company KPI - Profit Margin:

Profit Margin = NetIncome/Revenue
whereas
Net Income = Total Revenue — Total Expenses

Compliance management will improve a company’s profit margin by influencing
both components of the profit margin formula: Net Income and Revenue.

2.1 |Increasing Net Income:

1. Reducing Expenses: Effective compliance helps in avoiding the costs associated
with non-compliance, such as fines, legal fees, and penalties. By minimizing
these expenses, net income is improved. For instance, a company adhering to
environmental regulations avoids fines for violations, thereby reducing its total
expenses.

2. Preventing Operational Disruptions: Compliance with regulations should lead
to more efficient and streamlined operations. This can prevent costly disrup-
tions, like production halts due to safety violations or data breaches. Efficient
operations contribute to a reduction in operational expenses, thus improving net
income.

3. Enhancing Reputation: Companies with strong compliance records often enjoy
a better reputation, which should lead to increased customer trust and loyalty,
potentially translating to higher sales and customer retention.

2.2 Increasing Revenue:

1. Market Differentiation: Compliance, especially in areas like ESG or QM, can
be a market differentiator, attracting customers who prioritize such criteria. This
should lead to increased visibility, sales, and consequently, higher total revenue.

2. Access to New Markets: Compliance with international standards (like ISO
certifications or regional compliance certificates) can open up new markets,
expanding the customer base and increasing revenue.

The same can be derived for other company or investor-relevant KPIs such as ROI,
EBITDA, Debt-to-Equity, or even Customer Retention.
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Summarized, a modern approach to dealing with compliance is switching from
a pure cost approach of fulfilling the requirements to an approach and tooling that
delivers direct financial added value and differentiation in the market. Compliance
becomes a relevant component of corporate performance.

3 A Cross-Domain Data Model for Governance, Risk,
Compliance and Performance

In light of the multifaceted and interrelated nature of compliance and its impact on
company performance, it is evident that a flexible and interconnected data model for
software applications is essential. The data models need to be semantically enriched.
Metamodeling concepts [26-28] will be applied to ensure that the data model
accommodates the complexities and interdependencies of various compliance areas
at once. This will allow for a comprehensive understanding and representation of
how governance, risk, compliance, and performance are covered and interlinked
within the organization.

Agile modeling plays a crucial role in the development of such data models
that can cover holistic enterprise aspects. Referring to “Agile Modeling Method
Engineering [29]” agility in enterprise modeling encompasses the ability to quickly
adapt the models to changing business requirements and incorporate feedback
from stakeholders effectively. This agility is vital in the context of compliance
and performance management, where regulatory changes and market dynamics
necessitate fast and adaptive responses.

The challenge arises from covering not only dynamic data models due to the
fact of evolving and continuously changing compliance requirements. The need
for cross-domain (i.e. cross-regulatory requirements) semantic enrichment of the
data by addressing an overarching terminology (e.g. risk understanding) has to be
covered as well. Finally, provided functionality must be generic on the one side
(fitting for multiple standards) but still pre-defined and highly configurable to fit
individual standards (e.g. risk assessments) and solutions [38].

Reflecting the aspect of cross-domain semantics first—which is one of the most
challenging ones. Compliance refers to the effort of an organization to adhere to
relevant laws, regulations, and standards while also minimizing the risk of legal or
financial penalties. Where P. Vicente and M.M. Da Silva [30] give a good overview
on the complexity of risk and compliance terms in their conceptual model, most
of the focus goes in the direction of procedure models. Challenges arise when
overarching compliance and risk concepts are needed, such as those requested in
2022 by Finma local authorities in Switzerland [24]. These regulatory statements are
exemplary for upcoming over-arching requirements, which therefore need a cross-
domain data and application model to deal with.

Such a cross-domain model has been derived and will be presented in the
following. It shall be understood as a Meta-Metamodel (Meta? -model) according
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to Visic et al. [31] to cover any kind of GRC-related metamodel. On that basis
compliance-standard specific data- and functionality methods (Modeling Method
Engineering) can be derived. It will be called Governance, Risk, Compliance &
Performance meta> model (GRCP) to make the cross-domain and impact scope
explicit.

4 A Governance, Risk, Compliance & Performance (GRCP)
Meta2 Model

Deriving the GRCP Meta? -Model is based on the findings of [26, 28] on how
model and modeling hierarchies are defined. The following graphic shows the
corresponding hierarchy for the GRCP approach (Fig. 1).

The Meta”? -Model is a generalization based on the various instances of meta-
models needed (GRCP-specific Meta-Models) to cover the different compliance

Fig. 1 GRCP meta model
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Fig. 2 GRCP cross domain meta> model

requirements and standards. Practice has shown, that customer-specific adaptations
are always needed on top, therefore resulting in a user-specific configuration of a
GRCP Meta-Model [32]. It has to be noted, that based on the fact, that companies
are always affected by a variety of compliance requirements, multiple GRCP-
specific meta-models (i.e. methods) are applied at the same time (within one or
more software solutions). Therefore it is obvious, that a generalization in a Meta?
GRCP model offers semantic and functional advantages, which will be dealt with
later (Fig. 2).

The GRCP cross-domain Meta? -Model contains Meta? classes and their rela-
tions. Meta? classes are a generalization of classes (data objects) needed to fulfill the
various compliance standards (i.e. of classes used in GRCP-specific meta-models).
Table 1 lists further details of the Meta? classes.

To take advantage of a Meta? level, concepts must be drawn to the Meta® level
via generalization. Semantics, data storage, and functional concepts are particularly
relevant. By doing this, these concepts are later inherited by instantiation on any
GRCP meta-models (i.e. GRCP methods) derived.
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5 Reflections on a GRCP Meta?-based Application

The advantages of meta-modeling shall not only be applied to data flexibility and
semantics but also to functional aspects of a GRCP application. This paper argues
for three aspects to be covered:

 Semantic enrichment done on the Meta’ model to be inherited on concrete
compliance method implementations

* A corresponding data storage capability that covers semantic requirements

» Functional concepts being implemented and assigned on Meta” level (Fig. 3)

Core of the implementation proposal are constructs around the class element.
(Meta®/Meta)-Classes have attributes to specialize for GRCP-specific Meta-Models
and to allow user-specific configuration. Data storage and data representation
are explicitly split to allow flexibility in data storage and context-specific data
representation, independent from data storage. Based on concepts from business
intelligence [33] dealing with multidimensionality is essential. This is especially
true in GRCP as scenarios from performance management are covered as well
as well as muti-dimensional compliance. Compliance structures and company
structures are base dimensions in GRCP. Dimensionality [33] always goes hand-
in-hand with aggregation functionality. Flexibility in GRCP is ensured by defining
dimensions as well via relations (e.g. between risks or to risk groups) as well
via attributes (e.g. time-aspects defined via attributes). As dimensionality already

[aggregates [Combines
Al A
-is created by either...
Dimension Grouping
- groups
has
Class
.. arelationto a -has
-has
Relation
has "L

— ... one/more defined 4[ Attribute —J
1- has

[ data storage [ data representation

Fig. 3 Core of the Meta? Model around the Class Object
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provides structuring, grouping is the second concept to structure data without the
need of dimensionality.

By applying the concepts shown in the graphic above on the cross-domain
Meta> GRCP model, a meta-model based application can be setup to cover the data
structure needs of GRCP. Semantic enrichment is done via inheritance of semantic
information already applied on Meta? level and extended by the definition of GRCP-
specific meta-models.

Leveraging meta-modeling also implies assigning functionality on a more
generalized meta-level. By doing this, derived meta-models are directly equipped
with context-specific functionality. GRCP-specific functionality can therefore be
assigned at Meta® level (see table above) and inherited by instantiating GRCP-
specific meta-models (Fig. 4).

Data Interface
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Non-volatile time-
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Fig. 4 GRCP functional concepts
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The GRCP functional concepts shown in the graphic above are to be understood
as a capability catalogue with selected, important relations highlighted [34]. These
concepts should already by assigned on Meta? level. Core element is suitable data
storage, as GRCP invokes various requirements to data storage due to versioning,
historicization, and audit trails (state logic, versioning, non-volatile time-variance).
These requirements are extended by current application functionality expectations
such as (generative) Al or flexibility in the meaning of composable architectures
[35].

Further capabilities defined are from state-of-the-art business applications such
as authentication based on access and user management, condition logic or scripting.

In conclusion, by leveraging the Meta®> model, companies can inherit semantic
enrichment and flexibility, data storage capabilities, and functional concepts in
their specific compliance method implementations. The Meta? model allows for
the inclusion of multidimensional aspects, such as performance management and
cross-domain compliance and allows for the direct assignment of context-specific
functionality at Meta® level. This approach enables the setup of a meta-model
based software application that covers the diverse data structure needs of GRCP
by instantiation of multi-scenario meta-models.

6 A Corresponding Procedure Model

To ease anchoring in a company, a suitable process in the sense of a procedure model
is presented, which is already being used successfully with the metamodel-based
GRC application ADOGRC [36].

The procedure model is subject to the same cross-domain requirements, making
it a recommended approach for integrating all applicable compliance requirements
within an organization (Fig. 5).

Six sequential stages characterize the procedure model, which is typically
anchored in an annual cycle. Periodicity is mainly defined by each compliance
topic individually, whereas business/calendar years and re—/certification schedules
are the most common patterns. However recent years have shown an increased
demand for short-term patterns in compliance management to allow more agile
and rapid reactions to changed circumstances. In the latter case, selected steps are
performed on ad-hoc schedules, e.g. execute new assessments, perform changes
on implementations, or analyze situational changes. Contents of the stages are
explained in the following sections.

6.1 Stage Scope

Scoping refers to the crucial step of identifying all relevant compliance components
(typically risks) that apply to an organization. Some frameworks, e.g. ISO 27000
[10] or ONR 49000 [37] already provide (risk) lists that can serve as starting point
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Improve j
\

Fig. 5 GRCP procedure model

for scoping activities. Software applications can support this step by providing
guidance, reference content, and transparent audit trails on what and why something
has been scoped or descoped.

6.2 Stage Assess

Since GRCP typically deals with a large number of topics, prioritization is essential.
Being able to prioritize means having a resilient basic understanding of the most
relevant impact, urgency, and status of compliance issues. To achieve this, the
scoped topics are assessed, e.g. through scenario or risk assessments, control tests,
compliance fits etc.
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6.3 Stage Implement

Implementation includes all activities to anchor the regular and defined handling
of compliance requirements in the company. This includes, for example, adapted
processes, new control steps, computer-aided or automated validations and clear
compliance-related responsibilities set up.

6.4 Stage Analyze

To anchor compliance, and in particular the handling of risks and controls in the
company in such a way that performance of the company is positively influenced,
ongoing analysis is necessary. This concerns the dimensions of changing, or the
need to expand or reduce the compliance portfolio. In addition, this step includes
an in-depth examination of the functioning and fit (design and effectiveness) of the
previously defined measures.

6.5 Stage Report

A high percentage of compliance topics are subject to some form of external
audit/oversight. It is a common best practice to establish in addition an internal
structure through internal audits that takes care of compliance checks. For such
defined target groups, reporting is a crucial step to be informed about the status,
to recognize changes, and finally to prove regulatory fit.

6.6 Stage Improve

This step is essentially taken from CIP concepts [7]. It aims to continuously
question (analyze) compliance processes per se as well as the specific compliance-
related contents and to improve them based on these findings. From a performance
perspective in particular, this step is essential to ensure a healthy cost-benefit ratio
of compliance implementation.

7 Conclusion and Ideas for Future Research

The central work result of this paper is the cross-domain Meta> model for
GRCP. It allows the instantiation of various GRCP metamodels to cover regional,
national, and international compliance requirements. Extending the Meta> model by
connecting functional concepts provides the basic architecture for a Meta? model-
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based software application for GRCP. To be able to understand how to proceed and
how to anchor compliance in a company a procedure model has been presented.

As an input for future research the contrast between the constantly growing
volume and complexity of compliance requirements and the even greater dynamism
of market changes, (threat) scenarios, and findings shall be highlighted. In other
words, the agility and dynamism of the reality outside of companies contrasts
with an ever-increasing number of structural requirements within companies. This
requires capabilities to respond to compliance scenarios in a way that is highly
structured in terms of both professional expertise and IT technology, while also
being highly flexible and dynamic.

References

. BITKOM: Leitfaden Compliance - Rechtliche Anforderungen an ITK-Unternehmen, vol. 2019

. Austrian Standards. austrian-standards.at (Accessed: 8 Jan. 2024)

. ISO Standards. iso.org (Accessed: 2 Jan. 2024)

. Montenegro-Almonte, A., Sultan, A., Ren, A.: US Compliance Requirements. https:/
/globalinvestigationsreview.com/guide/the-guide-compliance/first-edition/article/us-
compliance-requirements (Accessed: 4 Jan. 2024)

5. Basle Committee On Banking Supervision: International Convergence of Capital Measurement
and Capital Standards, July 1988

6. Basle Committee On Banking Supervision: Internationale Konvergenz der Eigenkapitalmes-
sung und der Eigenkapitalanforderungen II, June 2004

7. 1SO 9000 family - quality management. iso.org (Accessed: 8 Jan. 2024)

8. MaRisk in der Fassung vom 20.12.2005 - Dokumentensammlung. https:/
www.bundesbank.de/de/aufgaben/bankenaufsicht/einzelaspekte/risikomanagement/marisk/
marisk-in-der-fassung-vom-20-12-2005-598606 (Accessed: 2 Jan. 2024)

9. ISO/IEC 27000:2018 - Information security management systems. https://www.iso.org/
standard/73906.html (Accessed: 8 Jan. 2024)

10. ISO/IEC 27001:2022 - Information security management systems. https://www.iso.org/
standard/27001 (Accessed: 8 Jan. 2024)

11. ISO 31000:2018 - Risk Management. https://www.iso.org/standard/65694.html (Accessed: 8
Jan. 2024)

12. ISO 19600:2014 - Compliance management systems. https://www.iso.org/standard/62342.html
(Accessed: 8 Jan. 2024)

13. ISO 37301:2021 - Compliance management systems. https://www.iso.org/standard/75080.html
(Accessed: 8 Jan. 2024)

14. Basle Committee On Banking Supervision: Basel III: A global regulatory framework for more
resilient banks and banking systems, Dec. 2010 and rev. June 2011

15. The General Data Protection Regulation (GDPR), the Data Protection Law Enforcement Direc-
tive and other rules concerning the protection of personal data. https://commission.europa.eu/
law/law-topic/data-protection/data-protection-eu_en (Accessed: 8 Jan. 2024)

16. Corporate  sustainability — reporting.  https://finance.ec.europa.eu/capital-markets-union-
and-financial-markets/company-reporting-and-auditing/company-reporting/corporate-
sustainability-reporting_en (Accessed: 8 Jan. 2024)

17. Global Reporting Initiative. globalreporting.org (Accessed: 8 Jan. 2024)

18. Lydenberg, S., Rogers, J., Wood, D.: Industry-Based Sustainability Reporting on Key Issues.

Hauser Center of Harvard University (June 2010)

AW —



 5370 21662 a 5370 21662
a
 
http://iso.org

 32481 22769
a 32481 22769 a
 
https://globalinvestigationsreview.com/guide/the-guide-compliance/first-edition/article/us-compliance-requirements

 14664 30518 a 14664 30518 a
 
http://iso.org

 32220 31624 a 32220 31624 a
 
https://www.bundesbank.de/de/aufgaben/bankenaufsicht/einzelaspekte/risikomanagement/marisk/marisk-in-der-fassung-vom-20-12-2005-598606

 27176 34945 a 27176
34945 a
 
https://www.iso.org/standard/73906.html

 27176 37159 a 27176 37159 a
 
https://www.iso.org/standard/27001

 14192 39373 a 14192 39373 a
 
https://www.iso.org/standard/65694.html

 19413 41587 a 19413 41587 a
 
https://www.iso.org/standard/62342.html

 19413 43801 a 19413 43801 a
 
https://www.iso.org/standard/75080.html

 23491 49336 a 23491 49336 a
 
https://commission.europa.eu/law/law-topic/data-protection/data-protection-eu_en

 15690 51550 a 15690 51550 a
 
https://finance.ec.europa.eu/capital-markets-union-and-financial-markets/company-reporting-and-auditing/company-reporting/corporate-sustainability-reporting_en

 10063 54871 a 10063 54871 a
 
http://globalreporting.org

A Metamodel-Driven Architecture for a Unified Approach to Governance, Risk,. . . 127

19.

20.

21.
22.
23.

24.
25.
26.
217.
28.
29.
30.
31.
32.
33.
34.

35.

36.
37.

38.

Sarbanes—Oxley Act of 2002 - Public Company Accounting Reform and Investor Protection
Act. https://www.govinfo.gov/content/pkg/PLAW-107publ204/html/PLAW-107publ204.htm
(Accessed: 6 Jan. 2024)

Karagiannis, D., Mylopoulos, J., Schwab, M.: Business Process-Based Regulation Com-
pliance: The Case of the Sarbanes-Oxley Act. RE 2007: 315-321. https://doi.org/10.1109/
RE.2007.15

Fein, M.L.: Dodd-Frank Wall Street Reform and Consumer Protection Act. https://
www.congress.gov/111/plaws/publ203/PLAW-111publ203.pdf (Accessed: 8 Jan. 2024)

The HIPAA Privacy Rule. hhs.gov (Accessed: 8 Jan. 2024)

Mabhendra, 1., Meyliana, M., Prabowo, H., Hidayanto, A.N.: Information Technology Chal-
lenges for Integrated Governance, Risk and Compliance (GRC). 2022 1st international
conference on smart technology, applied informatics and engineering

Finma.ch: Rundschreiben 2023/1 Operationelle Risiken und Resilienz — Banken, 7.12.2022
Erlen, B., Isaak, A.J.: BWL-Kennzahlen: [Deutsch - Englisch], Jan. 2015

Fill, H., Karagiannis, D.: On the conceptualisation of modelling methods using the ADOxx
meta modelling platform. Enterp. Model. Inf. Syst. Archit. 8(1) (2013)

Mylopoulos, J., Borgida, A., Jarke, M., Koubarakis, M.: Telos: representing knowledge about
information systems. ACM Trans. Inf. Syst. 8(4) (1990)

Karagiannis, D., Kiihn, H.: Metamodeling Platforms. In EC-web 2002 Sep 2 (Vol. 2455, No.
2002, p. 182)

Karagiannis, D.: Agile modeling method engineering. Presented at the Proceedings of the 19th
panhellenic conference on informatics (2015)

Vicente, P.C., Silva, M.M.D.: A Business Viewpoint for Integrated IT Governance, Risk and
Compliance. 2011 IEEE World Congress on Services

Visic, N., Fill, H., Buchmann, R.A., Karagiannis, D.: A domain-specific language for modeling
method definition: From requirements to grammar. IEEE 2015

Fill, H.-G., Gericke, A., Karagiannis, D., Winter, R.: Modellierung fiir Integrated Enterprise
Balancing. Wirtschaftsinf. 49(6), 419-429 (2007). https://doi.org/10.1007/s11576-007-0094-
6

OBrien, J., Marakas, G.: Management Information Systems, 10th edn. McGraw/Hill (2007)
Strategy Layer: ArchiMate Specification. https://pubs.opengroup.org/architecture/archimate3-
doc/ch-Strategy-Layer.html (Accessed: 8 Jan. 2024)

Nasif, Y.: How Composable Architecture Helps Leaders Master the Pace of Business Change.
Gartner, Proceedings of IT Expo Barcelona, October 2023

BOC Group ADOGRC. boc-group.com/adogrc (Accessed: 2 Jan. 2024)

ONR 49000 Series - Risikomanagement fiir Organisationen und Systeme. https:/
/www.austrian-standards.at/dokumente/produkte-loesungen/kostenlose-services/
fachinformationen/06-risikomanagement/fachinformation06_risikomanagement.pdf
(Accessed: 8 Jan. 2024)

Dimitris Karagiannis: A Business Process-Based Modelling Extension for Regulatory
Compliance. Multikonferenz Wirtschaftsinformatik 2008. http://ibis.in.tum.de/mkwi08/17_IT-
Risikomanagement_-_IT-Projekte_und_IT-Compliance/07_Karagiannis.pdf



 1890
800 a 1890 800 a
 
https://www.govinfo.gov/content/pkg/PLAW-107publ204/html/PLAW-107publ204.htm

 25964 4121 a 25964 4121 a
 
http://doi.org/10.1109/RE.2007.15

 32220 6335 a 32220 6335 a
 
https://www.congress.gov/111/plaws/publ203/PLAW-111publ203.pdf

 9455 8549 a 9455 8549 a
 
http://hhs.gov

 19012 29581 a 19012 29581
a
 
http://doi.org/10.1007/s11576-007-0094-6

 15252 32902 a 15252 32902 a
 
https://pubs.opengroup.org/architecture/archimate3-doc/ch-Strategy-Layer.html

 8689 37330 a 8689 37330
a
 
http://boc-group.com/adogrc

 32481 38437 a 32481 38437 a
 
https://www.austrian-standards.at/dokumente/produkte-loesungen/kostenlose-services/fachinformationen/06-risikomanagement/fachinformation06_risikomanagement.pdf

 21302
43972 a 21302 43972 a
 
http://ibis.in.tum.de/mkwi08/17_IT-Risikomanagement_-_IT-Projekte_und_IT-Compliance/07_Karagiannis.pdf

Applying AMME for Constructing )
User-centric Services for Enterprise Qe
Architecture

Christoph Moser

Abstract This paper addresses the challenge of democratizing enterprise archi-
tecture by improving the accessibility of established modeling methods such as
ArchiMate to a wider audience. Considering that the complexity of such methods
can lead to misinterpretation and resistance from users who lack expert knowledge
in modeling, the paper argues for a solution based on Agile Modelling Method
Engineering and Situational Method Engineering. The main goal is to empower
users to actively participate in the design process and to encourage collaboration.

Keywords Agile modeling method engineering - AMME - Situational method
engineering - SME - Enterprise architecture - Roadmapping - ArchiMate

1 Introduction

An enterprise is a product of human creation. It is organized and given vitality by
individuals with a common goal. Establishing enterprises entails numerous design
decisions made by subject matter experts who compose various core elements of an
enterprise such as enterprise goals, business processes and underlying technologies.
To this end numerous modeling methods have become established in the field of
enterprise modeling. Prominent examples are ArchiMate [1], Zachman [2], UML
[3], capability-oriented approaches [4] and of course the wide range of process
management methods such as BPMN [5]. These methods differ both in their degree
of abstraction and in their perspectives on the organization.

Within the European information systems research community, a specialized
community in method engineering (ME) has emerged, dedicating its focus to
method development [6]. More than two decades ago, this ME community recog-

C. Moser (04)
BOC Group, Vienna, Austria
e-mail: christoph.moser@boc- group.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 129
H.-G. Fill, H. Kiihn (eds.), Metamodeling: Applications and Trajectories
to the Future, https://doi.org/10.1007/978-3-031-56862-6_9


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-56862-6protect T1	extunderscore 9&domain=pdf

 885 56845 a 885 56845 a
 
mailto:christoph.moser@boc-group.com
mailto:christoph.moser@boc-group.com
mailto:christoph.moser@boc-group.com
mailto:christoph.moser@boc-group.com

130 C. Moser

nized the necessity for adaptable methods, understanding that a “one-size-fits-all”
approach is unsuitable (see e.g. [6—11]).

In this paper we focus on methods in context of Enterprise Architecture
(EA). One prominent method is TOGAF’s Architecture Development Method
[12]. Tt offers a comprehensive guide for implementing EA initiatives, but lacks
detailed guidance for the creation of specific deliverables such as capability maps,
architecture assessments, technology radars and capability-based roadmaps. While
ArchiMate [1], a widely used modeling language for EA, offers recommendations
for viewpoints (i.e. modelling patterns) tailored to specific EA tasks, it does not
provide instructions on creating and using views based on these patterns.

Users of such methods and frameworks oftentimes are forced to grasp the entire
method and comprehend all its concepts, to make use of them for their individual
needs. Alternatively, a subject matter expert may need to instruct them on the
relevant parts for effective utilization. This prerequisite has a negative impact and
may discourage users from using the methods. In addition, the use of these methods
by different teams or team members can lead to inhomogeneous results and model
inconsistencies. This is true both across organizations and, even worse, within a
project. This paper provides a solution proposal to these problems.

The remainder of this paper is structured as follows. Section 2 delves into an
in-depth exploration of the problem statement, presents background information on
foundations and related work, and introduces a recurring example that is referred
to throughout the paper. In Sect. 3, the creation of User-centric Services for EA
is detailed, following an established procedure model for Agile Modeling Method
Engineering. The concluding Sect. 4 evaluates the effectiveness of the UCS concept
by means of an empirical experiment and presents the results in a conclusive SWOT
analysis.

2 Problem Statement, Background and Continuous Example

2.1 Problem Statement

One challenge in enterprise architecture is the inherent limitation of “one-size-
fits-all” methods, which prove ineffective in guiding method users to produce the
required deliverables. These methods pose a two-fold challenge: (1) They force non-
EA experts to invest time in understanding the entire method, often overwhelming
them, when in fact they only need parts of the method. This learning curve may
discourage active participation. (2) The modeling freedom offered by these
methods means that different teams or even team members generate results with
different structures and levels of detail. This lack of standardized output makes EA
analysis across different teams difficult and prevents enterprise-wide insights into
the EA.
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To address these issues we propose the concept of User-centric Services (UCS).
UCS can be understood as situative methods based on the well-known EA standard
ArchiMate. Examples of such User-centric Services are:

» Capability Assessment: A service that evaluates the strategic importance and
maturity of business capabilities.

* Capability-based Roadmapping: A service that helps define, prioritize and plan
strategic-level requirements and investments.

* Application Investment Planning: A service that assesses software applications
based on the TIME model [12].

e Architecture Threat Modeling: A service that identifies threats at the business,
application, and technology layers of an EA.

* Technology Trend Scouting: A service that identifies and communicates emerg-
ing technology trends in the form of a technology radar.

The concept of UCS is based on the foundational characteristics of Agile Method
Engineering as defined in [13]:

* ADAPTABILITY: ability to change existing concepts;

o EXTENSIBILITY: ability to add new concepts;

e INTEGRABILITY: ability to integrate concepts;

* OPERABILITY: ability to offer functionality for model operations (e.g., auto-
mated model visualization, validation checks, simulation);

* USABILITY: the ability to guarantee ease of use and model comprehensibility.

2.2 Foundations and Related Work

Method components. To define the UCS method, we employ a recognized
framework [14] which structures modeling methods into the following three
components:

* Modeling Language: The modeling language establishes the language alphabet,
including notation, grammar, and machine-readable semantics. In the field of
EA, there are various modeling languages, with the Zachman Framework [2]
being the first schema for organizing architectural artifacts. One of the most
widespread and comprehensive frameworks is ArchiMate [1], known for its
globally recognized and well-specified modeling language.

* Mechanisms & Algorithms: In essence, mechanisms and algorithms involve
the collection, analysis, and visualization of architectural data, described by the
modeling language. Examples include decision support mechanisms based on
simulation or Al-based techniques, as well as the automated generation and
filtering of diagrams (i.e. views).

* Modeling Procedure: The modeling procedure defines the steps that modelers
must take to achieve a modeling goal. Often, as in ArchiMate, the modeling
procedure is not explicitly defined.
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Fig. 1 AMME conceptualization lifecycle [13]

Agile modeling method engineering. Agile modeling method engineering
(AMME) [13] is based on a metamodeling approach designed to identify, design and
implement modeling requirements. It guides the design and adaptation of modeling
methods through a 5-step approach (Fig. 1), encompassing considerations from the
design phase to the methods actual deployment and validation. We utilize AMME
for defining the UCS.

Situational Method Engineering. Situational Method Engineering is an adap-
tive approach in information systems and software engineering, tailoring methods
to specific organizational contexts. The construction of situational methods involves
the initial selection of method components, referred to as method fragments or
chunks, that can be customized and combined to create tailored methods for specific
projects or contexts. The methodbase is a centralized repository that stores and
provides access to reusable method fragments. Thus, the methodbase promotes
reusability and efficiency.

The origin of these fragments is not a crucial factor; they can be derived from
existing methods, adhere to standardized metamodels [15] (in our case ArchiMate)
or build in an ad-hoc manner in case no suitable fragments were available in the
methodbase.

ArchiMate. ArchiMate [1] is one of the mentioned “one-size-fits-all methods”.
It is a widely used modeling language for EA, providing a standardized and well-
specified framework for representing and visualizing the structure and behavior of
an organization’s architecture in the form of the typical node/edge diagrams. It
encompasses more than 60 object types (i.e. elements) such as business processes,
application components, system software, and business actor to accurately depict
the structure and dynamics of an organization. Its 11 relationship types cover a wide
range of connections. The list of relationship types includes structural relationships
like composition and aggregation, dependency relationships that capture the depen-
dencies between elements (e.g. access), and dynamic relationships that represent the
behavior and interaction between elements (e.g. trigger) [1].

The combination possibilities of its numerous element types and relationships
introduces complexity, necessitating the method engineers to find a delicate equilib-
rium between offering adequate detail and to communicate it to the method users. To
make the method easier, ArchiMate recommends the use of viewpoints, i.e. subsets
of ArchiMate elements and relationships that allow users to model specific aspects
of an enterprise architecture, addressing stakeholder concerns and expressing them
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in diagrams. These viewpoints serve as patterns for the method users. On the one
hand, they enable the uniform modeling of relevant parts of the organization. On the
other hand, they allow the method users to focus on a smaller set of concepts. See
for example [16] who offers a comprehensive set of such patterns in his ArchiMate
Cookbook.

2.3 Continuous Example: UCS Capability-Based Roadmaps

Capability-based Planning (CBP) approaches provide a solution for aligning an
organization’s capabilities with its strategic objectives [17]. It is a well-known tool
from the field of EA. Enterprise Architects can utilize CBP to model the current
and desired abilities of an organization at a higher level of abstraction, taking into
account the organization’s strategy and its environment. In essence, CBP provides
two main deliverables:

* a catalogue of assessed capabilities usually depicted in the form of a capability
map and

e a corresponding roadmap that outlines prioritized requirements assigned to
specific implementation periods (e.g. quarters of the year).

Moving forward, we will focus on the second deliverable, namely on Capability-
based Roadmaps. We employ this use case to introduce our concept of UCS and
explain, based on this example, how to proceed in general when building UCS.

3 Defining User-Centric Services for EA

In this chapter, we describe the procedure for creating User-centric Services based
on AMME’s procedure model and principles [13]. The chapter is structured into the
phases of AMME.

3.1 Create

In the initial phase of method engineering, stakeholder identification and analysis
are crucial, emphasizing the discovery of methods that cover specific user require-
ments and contribute to achieving the anticipated business outcomes. Gathering
user requirements involves engaging potential users in interviews or workshops to
identify methods that solve the current business problem and to uncover limitations
of their use based on contingency factors such as the skill set of the participants and
the available time.
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At the end of this phase, the objectives for which the method is applied, the
requirements of the method users, suggestions for the use of one or more existing
methods, and proposals for the adaptation of such methods are defined.

Considering our continuous example, stakeholder roles include enterprise archi-
tects and business experts, the latter lacking proficiency in ArchiMate. Despite
ArchiMate meeting all requirements for capability-based roadmapping, its complex-
ity may be overwhelming. Thus one major requirement is to optimize the method
for non-modeling-experienced business experts who are uncomfortable with the
common node/edge diagrams used in ArchiMate when it comes to the definition
of roadmaps.

3.2 Design

The design phase involves designing and specifying the building blocks of the
modeling method, including language, mechanisms, and procedures. This is done
by “reengineering” the anticipated deliverable, identifying the necessary steps, data
requirements, and supporting mechanisms and algorithms required to produce the
deliverable.

To put it differently, each step in the modeling procedure of a method can be seen
as a combination of method fragments in SME [18]. Each step consists of method
fragments of type “product” and “process”:

e Product fragments include the necessary metamodel and the resulting output,
typically in the form of a diagram or editor.

e Process fragments encompass the steps that provide guidance, along with the
necessary mechanisms and algorithms that partially or fully automate each step.

Table 1 describes the fragments required for our continuous example.

The AMME principle of EXTENSIBILITY, the ability to add new concepts,
is fulfilled by the situational nature of the UCS. Continuous development of new
method fragments is supported by adding process and product fragments to the
methodbase.

3.3 Formalize

Formalization is required to build-up the methodbase and to make it accessible.
The process and product fragments must be described in such a way that they can
be found and combined. This means that method engineers specify the method
fragments precisely to make possible identification of compatible product fragments
and process fragments and thus to ensure “OPERABILITY: the ability to provide
functionality for operating on models” [13]. Another important AMME principle is
INTEGRATABILITY to ensure that two consecutive steps of the UCS fit together.
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It is defined at language level by defining input-output relationships between two
steps.

The “Mechanisms & Algorithms” and their interplay with the “Editors &
Diagrams” can be declared in the form of mathematical expressions. In terms of
style, our mathematical expressions are inspired by the FDMM formalism [19]
which is mentioned as an example in AMME [13]. Below, we demonstrate how the
function declarations for the process fragments of type “Mechanism & Algorithm”
are defined for our continuous example. For the required description of the product
fragments “Metamodel”, we refer to the specifications in FDMM [19] due to space
constraints.

Take the first step from Table 1. During this step, the user of the method
will chose relevant objects of type “Capability” from the repository. This step
necessitates the use of a filter function to selectively extract the relevant objects
from the repository/model.

The required filter function is declared as follows:

ObjectSelection : O — {o € O | 0.0bjectType = objectType A o.Attributel

= valuel A o.Attribute2 = value2 A ...}

where O is the set of objects residing in the repository/model.
In our continuous example we select objects of type “Capability” e.g. with
attribute “level” = 1.

ObjectSelection : O — {0 € O | o.objectType = “Capability" A o.Level = 1}

In the second step of our continuous example, we utilize a function for creating and
connecting objects of type “Requirement” with the previously selected “Capabili-
ties”. This assignment is made via relationships of type “Realisation”. The function
is declared as follows:

AssignSubordinatedObject : O — (RT X <OT X ONEW>)

where

O is the set of objects from which assignments are made

RT is the type of relationship that is used

O7 is the type of the objects that are created and connected and
ONEW represents the set of new objects.

In our continuous example O is the set of selected capabilities (step 1), OVEV is the
set of new requirements, O is the ArchiMate object type “Requirement” and R7 is
the relationship type that connects capabilities with requirements.

In the third step, the UCS leverages a 2x2 prioritization matrix of type
“Fisenhower”. Eisenhower Matrix is a prioritization framework that categorizes
requirements based on their urgency and importance to aid prioritization of work-
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loads [20]. For this step, a graphical editor that displays four distinct fields on a
canvas is required. Requirements will be strategically placed on the canvas by the
method users and consequently assigned to one of the matrix fields: “do later,” “do
first,” “eliminate,” or “reconsider.” The underlying function enabling this matrix
editor is declared as follows:

EisenhowerMatrix : O — Priority

where O is a set of objects with an associated attribute “Priority” and Priority —
(Impactx Urgency) and Priority = {do later, do first, eliminate, reconsider}

As areminder: In the metamodel part, there must be object types that satisfy these
requirements. In the case of our continuous example, the object type “Requirement”
requires the attributes “Impact”, “Urgency”, and “Priority”.

In the fourth step, our UCS utilizes a Kanban Board editor to strategically
allocate the requirements to designated quarters for planned delivery. Additionally,
a status value is assigned to each requirement. The underlying function, that
represents the features of the Kanban Board, is declared as follows:

KanbanBoard : O — (PlannedDeliveryDate x Status)

where O is a set of objects with attributes ‘“PlannedDeliveryDate” and ““Status” and
PlannedDeliveryDate is a date and Status = {completed, caution, on-track, off-track,
not started, out of scope}

3.4 Develop

For the creation of the functional UCS we use the metamodeling platform ADOxx.
Metamodeling platforms provide pre-existing generic functionality, such as model
storage, filter/search capabilities, and configuration options for the metamodel. By
utilizing these built-in features, method engineers can streamline the process and
concentrate on constructing the core components of the method. We utilize ADOxx
(1) to populate and manage the UCS methodbase, as well as (2) to implement UCS
templates like Capability-based Roadmap from our continuous example.

Here, we benefit from another advantage: ADOIT, a widely used EA suite [21],
also based on ADOxx, already comes with numerous features and, in particular,
with the ArchiMate metamodel. Thus, our methodbase cannot only be built with
the features of ADOxx but can also leverage features from ADOIT. To make
the implementation of UCS templates possible, ADOxx has been expanded with
the UCS framework that enables the configuration of UCS templates (so-called
workspaces) by combining method fragments from the methodbase.

In Fig. 2, we can see the UCS of our continuous example “Capability-based
Roadmapping.” The top area of the screenshot displays the steps that guide the
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Fig. 3 Workspace template selection—creation of a workspace based on a UCS template

method user to the expected outcome. Notably, step 4 is activated, revealing the
kanban board which facilitates the editing and visualization of the roadmap.

3.5 Deploy/Validate

In the deploy/validate phase, the UCS template is assessed in a real-world setting
to determine its effectiveness and suitability. For this purpose, ADOIT (based on
ADOxx) is used as a runtime. Starting from the UCS template, a UCS instance,
a so-called workspace, is instantiated. The workspace includes all the described
steps and the associated editors. Users can directly conduct the modeling within it.
Figure 3 illustrates a selection dialog of various workspace templates including the
UCS for Capability-based Roadmaps. An example of one of its workspace steps was
already shown in Fig. 2.

The evaluation phase emphasizes the importance of “USABILITY, the ability
to deliver satisfactory user interaction and model comprehensibility” [13]. The
feedback obtained in this phase may lead to setbacks in previous phases.
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4 Evaluation and Conclusive SWOT Analysis

The effectiveness of the UCS approach was examined through an empirical
experiment. In this section, we describe the setup of the experiment and its results.

4.1 Experiment Setting

Objective. The experiment aimed to assess and compare the efficiency and user
experience of two software solutions for capability-based roadmapping: traditional
ArchiMate modeling (using node-edge diagrams and graphical modeling) and the
UCS Capability-based Roadmap. The results are meant to infer the performance
comparison between UCS and traditional ArchiMate modeling in general. In the
experiment, both approaches were examined based on a modeling exercise.

Participants. The participants, university students in the 3th semester with a
general understanding of enterprise modeling and basic experience in BPMN, EPC,
Entity-Relationship diagrams, and PESTLEweb, received a one-hour introduction
to ArchiMate before the experiment. 20 participants took part in the experiment.

Experimental Design. The experiment consisted of two parts. In the initial part,
participants were divided into two groups, each assigned to one of the software
solutions (traditional modeling or UCS Capability-based Roadmap). Both groups
received the same assignment. Two weeks later, the groups switched tools, so that
in the end all participants evaluated both approaches. Results from (two) students
who only participated in one part of the experiment were not evaluated.

Tasks. Participants were assigned the task of modeling a capability-based
roadmap. For details on the specific task, please refer to the appendix.

Measures. The experiment focused on three key metrics:

e Completion time: The duration participants took to complete the task.

* Quality of the models: Accuracy and completeness of the created roadmaps.

* Mental effort: The mental load experienced by the participants while executing
the task.

4.2 Results and Implications

Given the limited participant pool, the analyses exclusively rely on basic statistical
measures, including average and median. The ensuing sections present and discuss
the outcomes:

Completion time. The differences in the processing time of the task appear
significant. Figure 4 displays the average processing time and the median processing
time for both approaches. The processing time to complete the exercise in UCS is,
on average, ~28% shorter.
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Quality of the models. The accuracy of the models is evaluated for the subtasks
(1) Capability modeling, (2) Requirement allocation, (3) Requirement prioritization,
(4a) Requirement scheduling, and (4b) Status allocation (see Fig. 5).

Each subtask is assessed on a scale of up to 2 points, with the scoring criteria
as follows: task not or badly executed (0 points), minimal errors but correct
solution path identified (1 point), and error-free (2 points). Each task was assessed
individually. Potential subsequent errors were not specifically addressed.

In each step, UCS consistently delivers more accurate results. The only exception
is “Capability Modeling” where both approaches achieve almost 100% accuracy.
The superior performance of UCS in “Requirements Allocation” is attributed to
the fact that in traditional modeling, wrong relationships were at times used due
to the degree of freedom offered by the modeling editor. In UCS, the defined
relationship type was automatically set, eliminating the risk of incorrect choices.
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In “Requirements Prioritization” and “Time Allocation” the UCS’s task-specific
editors excel over the conventional property boxes used for data input in traditional
modeling. The visual presentation of results in UCS mitigates the risk of missing
to enter appropriate values and makes visual verification simpler. Notably, “Status
Allocation” performed significantly worse in UCS compared to the other UCS tasks,
with participants overlooking the task due to its somewhat hidden placement in the
user interface. This oversight can be attributed to participants relying on insufficient
UCS guidance. It highlights a User Experience (UX) flaw that could have been
avoided through a dedicated UCS step, for instance.

Mental effort. The mental effort resulting from the execution of the task was
rated by the participants on a scale of 6 values from “very high mental effort”
to “very low mental effort”. The question was adopted from a similarly designed
experiment on the topic of “multimedia learning” [22]. The results demonstrate a
superior performance of the UCS approach (Fig. 6).

In summary, it can be concluded that the User-centric Service approach outper-
forms the traditional modeling approach across all evaluated measures: completion
time, quality of models, and mental effort. However, to statistically bolster this
finding more experiments need to be conducted, as discussed in the “threats” section
in the following section.

4.3 Conclusive SWOT Analysis

In the conclusive SWOT analysis, the evaluation of the UCS method is summarized
and some ideas for future research are shared.

e Strengths: By applying the AMME method, User-centric Services can be
systematically developed and refined. The conducted experiment proves that the
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UCS approach outperforms the traditional node/edge-based ArchiMate model-
ing.

Weaknesses: While there are considerations for additional UCS and how
concrete method fragments can be reused, these UCS and the fragments need
to be specified/implemented. This is particularly important to better estimate the
level and extent of reuse of the method fragments and will be subject to future
research.

Opportunities: Considering that, in theory, fragments can exist at any granu-
larity [11], one could argue that combinations of UCS can be conceptualized as
higher-level services. For instance, combining a UCS Capability Assessment and
a UCS Capability-based Roadmap could form an overarching solution, referred
to as “Capability-based Planning”. Consequently, UCS could themselves be
described within a methodbase and combined according to a set of rules.
Threats: The experiment was conducted based on a prototypical UCS. The
hypothesis that UCS outperforms the traditional modeling approach has been
proven. However, further experiments with additional UCS on topics such
as Application Investment Planning, Capability Analysis, Business Continuity
Analysis, etc., need to be conducted to confirm the hypothesis also for other
UCS. This is the task of future research.

Appendix

Task given to the participants of the experiment:

Please read the entire document before you start modeling!

Record the start and end times. The start time should coincide with the moment
you begin reading.

Fill-in the section “Feedback questions — AFTER CONDUCTING THE EXPER-
IMENT”

Your Task

You are part of the management team at a toy manufacturing company and
aim to develop a roadmap for the enhancement of the “Marketing” and “Order
Management” capabilities by implementing the following improvements:
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Marketing

* Customer Segmentation: Define and implement a system for categorizing cus-
tomers based on demographics, behaviors, and preferences to tailor marketing
strategies effectively.

e Campaign Analytics: Implement analytics tools to measure the performance
of marketing campaigns, track customer engagement, and assess the return on
investment.

e Multi-Channel Integration: Ensure seamless integration across various marketing
channels, such as social media, email, and traditional advertising, to provide a
consistent brand experience.

Order Management

* Inventory Visibility: Establish a system that provides real-time visibility into
inventory levels, ensuring accurate tracking of product availability and preventing
stockouts.

e Order Processing Automation: Implement automation in order processing to
streamline workflows, reduce errors, and enhance the efficiency of fulfilling
customer orders.

e Customer Communication: Develop a communication system that keeps cus-
tomers informed about order status, shipping details, and any potential delays,
fostering transparency and customer satisfaction.

Create a roadmap to enhance the ‘Marketing’ capability, taking into account the
above requirements of customer segmentation, campaign analytics, and multi-
channel integration. Also consider ‘Order Management’ and the above listed
challenges in your roadmap.

All of the items in your roadmap have an urgency score higher than 50 and an
importance score higher than 50.

Assign a deliverable date to the planned changes.

e “Customer Segmentation” and “Order Processing Automation” need to be
implemented by end of Q1/2024.

e “Campaign Analytics” and “Multi-Channel Integration” need to be implemented
by end of Q2/2024.

e All other changes/requirements need to be implemented at latest by end of
Q3/2024.

Now imagine that Q1/2024 passed by. The tasks “Customer Segmentation” was
completed successfully. The task “Order Processing Automation” has not been
completed and has status “Off-track”.
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Additional Input

Use ArchiMate as a modeling language. Required viewpoint (metamodel):

Capability > Requirement
Realisation

Attributes: Attributes:

* Name * Name
¢ Urgency
* Importance
* Status

* Implementation expected on

Feedback Questions:
AFTER CONDUCTING THE EXPERIMENT

Start time of experiment:
End time of experiment:
In solving the tasks I invested

very low mental effort
low mental effort

rather low mental effort
rather high mental effort
high mental effort

very high mental effort

[
[
[
[
[
[

e e e e
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Applying the Powerful Concept ®)
of Meta-Models oo

Martin Nemetz

Abstract During my university studies I got acquainted with the concept of
meta-modelling. While at first, it appears to be complex, meta-models and their
application turn out to be powerful for structuring and solving problems. In this
chapter, I aim to demonstrate to the interested reader that meta-modelling is not
complex at all and that it can be applied rather intuitively. With the example of
traffic signs, I will try to demonstrate the power of meta-models. Later, I will
provide a scientific example of how to use meta-models for making Intellectual
Capital Reports comparable. Finally, I will present two use cases from industry —one
showing (once more) the power of meta-models, the other one describing limitations
in their application that may require further research.

Keywords Metamodeling - Intellectual capital - Reporting - Artificial
intelligence - Software industry

1 Introduction and Reflection of the Two-Decade Long Work
with Prof. Karagiannis

It was in October 2002 that I have met Prof. Karagiannis for the first time.
Actually, it was not directly meeting him, but rather experiencing him. He gave
the introductory lecture on “Business Process Management” [1] during my course
of studies of International Business Administration. 1 remember I was impressed.
He demonstrated such a different style of lecturing compared to all other professors
and lecturers I have met before at the University of Vienna. Prof. Karagiannis spoke
without showing slides (or what some professors still used back then, overhead
transparencies). Rather, he sketched on the whiteboard and has explained to us
the importance of Information Technology (IT) for companies and their processes.
He introduced this topic to us as students in a practical way. No formulae, no
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theories, no hypotheses. It has been a 90-min deep-dive into how IT has become
the blood circulation of modern enterprises. However, Prof. Karagiannis did not
paint a rosy picture. He told us that it requires studying and hard work for getting
to experience all this in a job. This was the moment that I got clarity for myself
of what I want to do professionally: I was eager to work in the intersection of IT
and Business Administration. In University terms, this relates to a subject named
Business Informatics.

Consequently, I have registered for all respective lectures. And in February 2004,
I was going for my last exam before graduation covering the full scope of what
we have learnt about Business Informatics (coincidentally, the assistant assessor
next to Prof. Karagiannis, was Hans-Georg Fill, one of the co-editors of this liber
amicorum, meanwhile professor at Université de Fribourg and a friend). While
studying the subject of Business Informatics, I have worked in parallel at Accenture
and I got to a glimpse of the practical experience of what it means to work in IT
projects for companies. I have enjoyed this time a lot, but I wanted to get a more
theoretical foundation. Hence, I have asked Prof. Karagiannis right after having
passed the final exam whether he would accept me as a PhD candidate. I consider
it my luck that he took the risk to accept me in his team, as we have not worked
together before. Like what I have experienced in my first lecture with him, I got
to experience during my PhD studies: study hard, deep-dive into literature and
scientific methods, but also apply the findings in practice and find evidence whether
those make a difference in reality. In other words: perform Design Science [2]. For
me personally, this felt and continuously feels to be a source of interesting research
work.

After having completed my PhD studies in 2008, I have started to work for
an international company abroad. However, Prof. Karagiannis and I have stayed
in touch, and we have worked together on various occasions. And I am glad and
grateful that I can call Prof. Karagiannis to be my mentor for almost 20 years now.
More than once he has provided me with his view when it came to difficult personal
or professional decisions.

The remainder of this book chapter is organized as follows: Sect. 2 provides an
introduction into meta-modelling and ways how to explain it. Section 3 offers a
short overview of how the concept of meta-models can be applied in the domain of
Intellectual Capital Management and Reporting [3], before in Sect. 4 one example
of and one difficulty in use case implementations of meta-modelling concepts are
being presented. Section 5 provides an outlook and raises the research question
how artificial intelligence could support meta-modelling concepts for documenting
complex IT and software solutions in companies. Finally, this book chapter closes
with acknowledgements.
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2 Meta-Modelling and How to Explain It

Prof. Karagiannis heads the Department of Knowledge Engineering (DKE) at the
University of Vienna. One of the foundations of his research group is the concept of
meta-modelling [4, 5] and its application in various domains [6].

A Meta-model is defined as the model of a modelling language [4] and a
modelling language in turn “contains the elements with which a model can be
described ( . .. ) by its syntax, semantics and notation” [4]. A second element next to
the modelling language is the modelling procedure describing application steps of
the former to achieve results. Both the language and procedure can be summarized
as modelling technique [4]. Finally, mechanisms and algorithms work on the (meta-
)models described by the modelling language. These three elements (modelling
language, modelling procedure, and mechanisms and algorithms) form the concept
of a (meta-)modelling method [4]. Figure 1 depicts these components accordingly.

Based on practical experience, meta-models and their application require expla-
nation for ensuring the audience understands the concept and eventually can apply
it. In the following paragraphs, a use case shall help to introduce the concept
accordingly. Figure 2 supports this explanation.

Meta-models and models stand in a hierarchical relation to each other [7]. In
fact, the modelling language for creating a meta-model is called meta-modelling
language. The language for creating a meta-meta-model (or also meta’model) is
called a meta-meta-modelling language (or meta”modelling language) and so forth
[4, 7]. Theoretically, one could add an infinite number of layers, however in practical
terms it has proven that the meta>model layer is typically covering the necessary
scope and further levels are hardly applied (e.g. [8] or [9]). This leads to a four-
layered language system for meta-modelling containing the layers (from bottom
to top): instance, model, meta-model, and metaZmodel [7]. When explaining this
four-layered language system for meta-modelling for the first time to students or
colleagues in companies, it oftentimes turns out to be difficult (a) to understand
it and (b) being enabled to apply it. As mentioned above, an introduction of a
use case may be helpful for achieving (a) and (b). The use case at hand looks at
traffic signs as they are being used in Central Europe. On the lowest layer, the
instance level, one starts with real traffic signs, i.e. a traffic sign being placed on
the roadside, a traffic sign that one can see and touch. An example for such a traffic
sign is the one indicating a pedestrian crossing at Feldkircher Strasse 81 in Schaan,
Liechtenstein (in proximity to my workplace). Another instance of a traffic sign is
the one indicating no entry placed in between the train station and bus terminal in
Buchs SG, Switzerland (close to where I live).

The second layer depicts the respective models of these two traffic signs. The first
one (pedestrian crossing) has got a rectangular shape and is mostly blue colored, the
second one (no entry) is shaped as a circle and has a red line at its outer boarder.
There is a third model next to the first two (rectangular and circular), which has
got a triangular shape and has got again a red line at its outer boarder. These three
models of traffic signs are called Gebotszeichen (rectangular, blue), Verbotszeichen
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Layer 4 — Strassenverkehrsgesetz (SVG) — Switzerland

MetaZModel StraBenverkehrsordnung (StVO) — Austria, Germany

Layer 3 —

Meta-MOdel Customization
Gebotszeichen Gefahrenzeichen  Verbotszeichen of attributes

Layer 2 —
Model

Layer 1-
Instance

Fig. 2 Using traffic signs to explain the concept of meta-models

(circular, red line on the outer boarder), and Gefahrenzeichen1 (triangular, red line
on the outer boarder). These three models can each be instantiated according to
actual needs as e.g. the Gebotszeichen can be placed next to a pedestrian crossing,
then it would depict a man crossing a street, but it could also be instantiated for
indicating a path walk, then it would be still rectangular and blue-colored but depict
a walking man and child. Similarly, this can and is applied throughout Central
Europe for the Verbotszeichen and the Gefahrenzeichen.

This leads us to the third layer, in which the meta-model is being defined. For
Gebotszeichen the meta-model characteristics are its rectangular shape, its blue
color, and its property of describing a command (as e.g. “there is a pedestrian
crossing ahead, pay attention when driving a car and give priority to pedestrians who
aim to cross the road”). Similarly, Verbotszeichen are characterized by it circular
shape, red line on the outer boarder, and its property of prohibiting a certain act,
and Gefahrenzeichen by its triangular shape, red line on the outer boarder and its
property of pointing out a danger for road users. In return, the meta-models inherit
their attributes to the respective models as described in layer 2.

Layer 4, the meta> model layer, describes the purpose of traffic signs (indepen-
dent of their shapes and colors). Actually, traffic signs are designed to point out
traffic rules described in length (and sometimes also with literal complexity) in
law texts such as e.g. in Switzerland in the Strassenverkehrsgesetz—SVG and in

1 Gebotszeichen, Verbotszeichen and Gefahrenzeichen are German words and classify traffic signs.

LLIT3

They can be translated to English as “mandatory signs”, “prohibition signs”, and “danger signs”.



152 M. Nemetz

Germany and Austria in their respective Strafenverkehrsordnung - StV0.> However,
it is hard to imagine that car drivers know all relevant law texts by heart while
driving along a road. This is why traffic signs help and remind car drivers of the
traffic rules (as e.g. how to act in front of a pedestrian crossing in case a pedestrian
indicates the wish to cross a road). Hence, the metamodel containing the traffic
rules is instantiated to meta-models of the three types of traffic signs, which again
are instantiated into models of all varieties of the three types of traffic signs, which
finally are instantiated to real-life traffic signs installed by the roadside.

How does a stop sign (as we see it in Central Europe) or a sign indicating give
priority or a sign confirming to the car driver that he is driving on a priority road
fit into this model? The stop sign has got an octagonal shape, the priority sign
is a triangle with its tip on the bottom and the priority road is indicated with a
sign in the shape of a diamond. All three signs are examples for the power of the
meta-modelling concept as these three signs are customizations of the existing meta-
model layer for traffic rules as described above. In the old times, some stop signs
had the characteristics of a Verbotszeichen, however the property of it circular shape
has been changed to an octagonal one for allowing to identify the stop sign also
from the back (i.e. without seeing what is printed on the sign’s front). This seems
to be an important customization for further increasing traffic safety. Equally, the
give priority and priority road signs have been customized for their shapes. These
customizations do not jeopardize the corresponding meta-modelling concept of
traffic rules as only individual properties have been modified. The meta-modelling
concept is powerful enough to allow for these modifications.

The example of traffic signs and traffic rules was chosen to describe the meta-
modelling concept and its underlying meta-modelling language. One could apply
many other use cases as e.g. types of houses or types of transportation. Hence, the
meta-modelling concept can be universally applied for almost any domain.

In the next section, we get a bit more scientific again and look at how the
concept of meta-modelling can be applied for Intellectual Capital Management and
Reporting.

3 Applying the Concept of Meta-Modelling on Intellectual
Capital Management and Reporting

Intellectual Capital is a term used in the economy describing companies (sometimes
also referred to as “knowledge companies” [10]) that aim to gain a (major)
competitive advantage by using their intellectual capital leading to a diversification
of goods or services with the ambition to gain higher margins and/or profits [3, 4].
Intellectual Capital itself has been defined in diverse ways, the one that appears to
me the most cohesive one is “intellectual capital is intellectual material that has

2 SVG and StVO are laws regulating traffic in the mentioned countries.
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been formalized, captured and leveraged to produce a higher-valued asset” [11].
[3, p- 50] provides an overview of definitions of Intellectual Capital.

Intellectual Capital Management and its Reporting have been researched in the
1990s and 2000s by both scientists and practitioners. As a result, over the years
several institutions and companies have published their own intellectual capital
reports that are not necessarily compatible with each other. Hence, when reading the
intellectual capital report of company A and the one published by company B, one
can hardly compare their wealth of intellectual capital. Eventually, the information
on intellectual capital is restricted to the company that published its own report.

The concept of meta-modelling offers—with its four layers—a possibility to
compare diverse intellectual capital reports from different publishers, such as insti-
tutions or companies. In analogy to the use case of traffic rules and corresponding
traffic signs, one can apply the meta-modelling concept to achieve comparability
and expressiveness of intellectual capital reports (and consequently its management)
[3, 12]. Many intellectual capital reports apply some analogue or at least similar
indicators, which allow for their transformation into meta-indicator (also referred
to as benchmarks). If one combines all meta-indicators of the desired number of
intellectual capital reports, one can generate a meta-model of all corresponding
intellectual capital reports (refers to layer 3 of the meta-modelling concept, see Sect.
2 of this book chapter). Eventually, one can instantiate from layer 3 to layer 2 (the
model layer) to craft a model of a specific intellectual report with its indicators,
which in turn can be instantiated to an edition of an intellectual capital report.
Figure 3 depicts this procedure.

The corresponding meta-model for Intellectual Capital Management and Report-
ing is depicted in Fig. 4.

T )
! Derivable

[ ICR 1 l(/R 6 . ICR n-2 ICR Concepts

] /

[ Meta- model of an ICR
Created
! ¢ H Meta-Model

TG0

ICR1 ICR 2

Existing
ICR

I ... Indicator, M-T ...Meta-Indicator (Benchmark), ICR ... Intellectual Capital Report

Fig. 3 Deriving intellectual capital reports from a meta-model [12]
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Fig. 4 Meta-model of the Intellectual Capital Management and Reporting framework [3]

Layers 2 and 3 (models and meta-models, respectively) have been implemented
on the ADOxx platform [13] allowing for a computer-assisted transformation of
companies’ and/or institutions’ individual intellectual capital reports. Hence, it is
now possible to compare originally different reports with each other and enable the
reader to interpret the amount, percentage, and value of intellectual capital within a
certain company or institution and compare it with a report of another organization.

Although research in the field of intellectual capital has decreased since the
financial crises in 2008 and 2009, the topic of intellectual capital (sometimes also
referred to as intangibles) is more prominent than ever when looking at companies
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that drive digitalization and hence making tangible process steps increasingly
intangible. The most obvious examples are Apple, Meta, Google, OpenAl and
Microsoft but there are also more industry-specific (and less known) ones as e.g.
Fieldwire [14] in the construction industry.

4 Examples of Applying Meta-Modelling in the Industry

As it has been described in Sect. 2, the concept of meta-modelling typically needs
explanation for enabling users to apply it. OMIlab is a non-profit organization that
is providing an environment, in which both scientists and practitioners can work
with (meta-)models independent of their application in diverse domains [15]. We
have initiated a cooperation with OMIlab for exploring the applicability of (meta-)
modelling concepts in the definition and optimization of software-related processes

[4].

4.1 OMIlab Workshops to Forecast Future Demands
in Customer Support Setup

In September 2023, we have run a joint workshop for modelling support processes
before implementing a software-based product allowing to track construction tools
and whether they are loaded in a specific construction van [16]. The product is
a combination of hardware, network, and software components. As the product
is installed in a van, it is geographically mobile. This combination may lead to
a complex situation once it comes to customer and product support in case the
software-based product is not working as expected. For ensuring that customers
experience a professional support service as well as a swift resolution of a specific
issue that may have its root cause in one or more product parts (hardware, network
and/or software), it is essential to find ways how to plan for relevant paths in issue
resolution before the market launch of the product.

For this, we have applied the Scene2Model method [17] allowing for placing
little paper figures on a canvas for describing a specific use case without needing
to know the concept of (meta-)modelling. These paper figures have printed QR
codes on them, which are scanned by a camera and automatically transferred as
classes into the modelling editor of the meta-modelling platform ADOxx [13]. In
the modelling editor the imported classes can be enriched with attributes (such as
e.g. execution and waiting times or incurred costs). Eventually, the imported classes
can be converted into classes of a specific modelling method such as BPMN. This
enables analyses and simulation work, which is well-known from business process
(model) optimization. Figure 5 depicts this transformation.
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1. Place paper figures . 2. Import into model editor - 3. Transform into BPMN ‘ 4. Simulate and Analyze

Fig. 5 Transformation from Scene2Model

As a result, different scenarios for a customer support setup could be formed
including foreseen demands for staffing and expected costs. One of the variables
for these scenarios was the estimated number for occurrences of highly severe and
severe issues. Eventually, it enabled us to determine service level agreements per
scenario.

The Scene2Model method with its paper figures was an intuitive starting point
in this workshop as most participants have not been exposed to models or meta-
models, respectively. The participants’ feedback was encouraging so that in the
meantime two additional workshops have been executed.

4.2 Complexity of IT and Software Solutions and Resulting
Limitations of Meta-Modelling Tools

Most bigger companies run several complex IT and software solutions that are
spanning across diverse technologies and that are being maintained and further
developed by members from different teams.

Scientific literature (e.g. [18, 19]) as well as industry best-practices (e.g. [20])
emphasize the importance of detailed documentation and even (automatically
generated) models of the solutions’ architectures. Many companies suffer from
insufficient documentation and precise architecture models due to different tech-
niques and standards that are being applied. Oftentimes, architecture models are
being painted without applying a common notation, e.g. in Microsoft Powerpoint,
Microsoft Visio or other applications and stored as pictures in content management
tools such as Confluence. Additionally, these architecture models (and their docu-
mentation) are scattered around different directories in content management tools,
making it difficult to comprehend the complete architecture documentation of a
large and complex IT or software solution. With the increasing degree of integration
of today’s IT and software solutions this issue gets more prevalent over time.

Some companies state that classic meta-modelling tools focusing on architec-
ture documentation and modelling are not meeting their demand. Reasons being
(amongst others) a lack of understanding of modelling and meta-modelling concepts
(see Sect. 2) by users, complex tools with less intuitive user interfaces and finally
a lack of integration of meta-modelling tools and their methods into the working
practices of architects and users.
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A way forward could lie in applying methods such as Scene2Model (see above)
for architecture modelling. Another approach could be seen in the application of
Artificial Intelligence (Al) tools.

5 Outlook: How Could AI Support in Documenting Complex
IT and Software Solutions

As described above many companies have stored pictures of (segmented) archi-
tecture models in their content management systems. These pictures can serve as
a basis for the Al-supported creation of IT or software architecture models that
can be enriched with attributes. While AI tools can support in the creation of
coherent architecture models stemming from individual pictures, software architects
are needed to supervise, correct, and enrich the created models. However, this
approach may provide a first step in getting towards a comprehensive architecture
model for a complex IT and software solution. Combining the Al-supported creation
of architecture models with the Scene2Model approach could lead to the creation
of models and documentation that encompass complete IT and software solutions.
Based on these models, software enhancements (e.g. features, enablers) could be
planned in a more structured way. Additionally, simulations of how the complex
IT or software solution would behave when adding a feature or an enabler could
be run. This may lead to decreased costs for software architecture design and
implementation with less efforts for bug resolution or—in worst case—refactoring
work. First scientific papers have been published in this field (as e.g. [21]). However,
for realizing this ambition, more research work is needed, at best in partnership
between scientists and practitioners.
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From Static Models to Dynamic Systems: )
The Evolution of Business Process e
Simulation to Digital Twins

Christoph Prackwieser

Abstract The paper explores the progression from traditional process simula-
tion techniques to the advanced concept of Digital Twins within the context of
business processes and supply chain management. Initially, it outlines various
discrete-event simulations and their suitability for analyzing business processes.
Furthermore, it introduces the author’s developments in simulation algorithms,
particularly the “Hybrid Model Simulation” and “SIMchronization” methods. The
Hybrid Model Simulation approach allows simulation across different control flow-
oriented modeling notations. In contrast, SIMchronization focuses on synchronizing
material and information flows in supply chain networks. A significant focus is
on Digital Twins that integrate models, simulations, and real-time data to provide
a dynamic representation of physical systems. The work culminates in proposing
an extended SIMchronization method, integrating real-time data interfaces and
artificial intelligence (AI) models to provide dynamic representation and adaptive
behavior modeling of physical systems. This proposed extension aims to bring
the capabilities of Digital Twins to the SIMchronization method, enhancing its
utility in rapidly changing real-world environments. Overall, the paper contributes
to the understanding of the evolution and application of simulation techniques in
business process management, highlighting the transformative impact of Digital
Twins and the potential of integrating Al and real-time data into existing simulation
methodologies.
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1 Introduction

The main goal of modeling and subsequent simulation is to replicate the behavior of
dynamic systems and predict their behavior, required inputs, and produced outputs
with reasonable effort. This paper focuses on business processes and supply chains,
which are dynamic systems set in organizations and across business networks. In the
literature, there are numerous definitions of the term simulation; Frank [1] provides
an in-depth discussion on the concept of simulation. For this paper, particularly
relevant is that simulation [2]

* is conducted based on a model of reality

e is computer-based and repeatable

* depicts the behavior and state changes of the model over time and provides the
results

» allows for the alteration of input parameters and thus experimenting with
scenarios

* delivers comprehensible results for the application domain, leading to a better
understanding of the interrelations and thus identifying and evaluating potential
improvements.

In the broader domain of supply chain management, simulation is used to support
strategic decision-making and improve the operation [3]. The following simulation
techniques are common [4]:

* Simulation in a spreadsheet software
* System Dynamics (SD)

* Discrete-event simulation

* Business Games

Discrete-event simulation is a suitable analysis tool for business processes. It can be
very difficult to predict a system’s response over time with a mathematical analytic
model [5, 6] even for relatively simple systems. It becomes yet more difficult
with an increase in relations within a network, for example, by adding interaction
possibilities between processing stations or partners as in a typical supply chain.

A disadvantage of simulation is that it doesn’t deliver an optimal solution directly
and requires an experienced user to achieve a usable result. A further point of
critique is that building simulation models and providing input data is a specialist’s
job [7] and takes some time. Therefore, changes in the real world may not get
reflected in the model fast enough, and variations in the input data will not influence
the simulation as there is no real-time data feed from the simulated environment to
the simulation model.

In 2003, Grieves introduced the concept of Digital Twins, that incorporates
models, simulation, and real-time data in a total product lifecycle management
course. Since then, the use cases, definition, and maturity of Digital Twins have
constantly evolved.



From Static Models to Dynamic Systems: The Evolution of Business Process. . . 161

Already 8 years earlier, in 1995, Karagiannis [8] introduced the Business
Process Management Systems (BPMS) methodology framework. This concept
that can be seen as a precursor to a modern Digital Twin. BPMS combines
virtual models of executable business processes and organizational structures, a re-
engineering component that is supported by simulation, animation, and analytics,
and a “Performance Evaluation Process” that incorporates performance data from
the analyst’s “real-world” system. The author remarks that the vast amount of data
from executing a BPMS application is invaluable input for strategic decision-making
and operational improvements.

1.1 Overview of Simulation Algorithms

The simulation algorithms discussed in the following chapters represent a sequence
of maturity and capability uplift steps in business process simulation. The author of
this paper was involved developing a range of discrete-event simulation algorithms
and tools for both business processes and supply chains. The discussed tools are
either functionalities of the commercial product ADONIS" or implemented as add-
ons on the metamodeling platform ADOxx" [19]. (ADONIS® and ADOxx" are
registered trademarks of BOC Products & Services AG).

Path Analysis. This algorithm tries to find all possible pathways through a
business process model and calculate each path’s likelihood, execution duration,
cost, and other criteria. It is applied to an individual process model only, including
its subprocesses.

Capacity Analysis. This simulation algorithm analyses processes in conjunction
with the resources available to execute the processes’ activities. In the so-called
“ADONIS® Standard Modeling Notation”, the process flows and resources are
modeled in different modeling notations and are created in separate instances of
their respective model type. Each activity in a process is linked to a resource. The
simulation evaluates those relationships at runtime and can determine, for example,
the capacity requirements per role, the average cost per process execution, and the
cost caused per cost center.

Workload Analysis. Uses the same models as the Capacity Analysis and adds
calendars of stochastic process start times and resource availability. The algorithm
is based on a waiting queue model that automatically determines waiting times
at activities with occupied performers. Consequently, it helps with analyzing lead
times and identifying bottlenecks in the process.

When the author developed the “Hybrid Model Simulation” approach presented
below, the simulation algorithm of ADON IS®, like many Business Process Manage-
ment Tools, was optimized for its modeling notation. Even though the underlying
metamodel provided some flexibility, it was not enough to simulate processes
designed in other control-flow-based notations, such as EPC or BPMN. Since then,
ADONIS" has gained the capability to simulate BPMN models natively.
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To overcome this initial limitation, the author developed the “Hybrid Model
Simulation” approach that can simulate and animate processes of varied notations,
even if they are part of the same overarching process model.

2 Hybrid Model Simulation

A primary motivation for developing this approach [9] was the “Hybrid Method
Engineering” approach introduced by Karagiannis and Visic [10] as part of the
“Next Generation Modeling Framework” (NGMF).

This algorithm is unique in its ability to simulate and animate process models
across various control flow-oriented modeling notations. The basic idea of this
approach is to leave the graphical representation of each model unchanged for the
simulation run to improve the user’s identification with and understanding of the
simulation results. The generic simulation “Hybrid Model Simulation” algorithm
can be applied on any control flow-oriented process model (Fig. 1).

A list of semantic simulation core concepts was compiled to map a wide range
of classes of control-flow-oriented modeling languages. A flow rule language was
introduced to translate the execution sequence of a model that is expressed with
arrows or events. Before a simulation run, the internal semantic mapping module
automatically identifies the suitable core concept, creates the sequencing rule, and
annotates both to the modeling object.
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Fig. 2 Hybrid process model and simulation results [9]

The simulation has an animation component that displays tokens moving through
the model to provide the user with an animated process that supports understanding

(Fig. 2).

As stated before, this algorithm works for control-flow-oriented languages but
not for supply chain models that incorporate information flows and material flows.
To simulate those, the author developed a simulation method called “SIMchroniza-

tion.”
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3 SIMchronization

SIMchronization [2, 11] is a method developed to enhance the productivity and
responsiveness of supply chain networks. This approach emphasizes the crucial
need for a tight and instantaneous coupling of information and material flows within
these networks. Utilizing a unique combination of a domain-specific graphical
modeling language and behavior-describing rule sets alongside a discrete simulation
algorithm, SIMchronization effectively unveils the complex and highly dynamic
interactions within supply chains. A key output of this method is the generation
of ‘State Flow Diagrams,” which visually represent the information and material
flows, such as sent messages and processed parts, sequentially. These diagrams play
apivotal role in illustrating stock-level developments over time, aid in synchronizing
supply chain processes, and making them valuable for communicating operational
concepts for new or modified supply chains (Fig. 3).

3.1 Static Supply Chain Model

The foundation of SIMchronization lies in its ability to analyze and synchro-
nize material and information flows within a supply chain. Initially conceived
for e-maintenance supply chains, the method is adaptable to various logistic
environments. Its analytical component involves a graphical model outlining the
supply chain structure, augmented by behavior-describing rules for the elements
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Fig. 3 The SIMchronization method [12]
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and stakeholders involved. This model incorporates SCOR (Supply Chain Opera-
tions Reference Model) components, with modeling classes like ‘Source,” ‘Store,’
‘Make,” ‘Transport,” ‘Deliver,” ‘Reader,” and ‘Switch.” The ‘Plan’ class is essential,
encompassing production planning and centralized supply chain control processes.
Material and information flow channels within a model facilitate the transfer of
parts and communication between objects. The inclusion of Auto-ID technologies,
such as RFID, OCR, or barcode systems, further enables the method to analyze
autonomously controlled logistic processes effectively.

3.2 Rule Sets

In addressing the dynamic nature of supply chain interactions, especially under
changing conditions, SIMchronization integrates formal rule sets that describe the
behavior of supply chain elements in various scenarios. These rules go beyond
what can be represented through a graphical model alone, offering commands that
influence the information and material flows within the supply chain. For example,
in a centralized control scenario, a ‘Plan’ process might monitor sales volumes
from a ‘Deliver’ process and initiate corresponding orders to a ‘Source’ process.
This intricate interplay of rules ensures the system can adapt and respond to diverse
operational situations. Rules also define execution times, required input factors, and
generated outputs of “Make” process steps along the supply chain.

Furthermore, an essential aspect of every maintenance policy is to decide if an
asset is maintained proactively or reactively after a failure. A proactive maintenance
regime can either define a fixed time between maintenance tasks or be based on
the asset’s condition. SIMchronization uses rule sets to model the condition and
deterioration of an asset over time. Additionally, rules can feed unexpected events,
such as breakdowns or other external influences, into the supply chain.

3.3 Simulation

The dynamic aspects of supply chains are brought to light through a discrete
simulation algorithm applied to the static model and the rule sets. This simulation
process involves a priority and event sequence, where the rule set of an object is
read periodically and processed by a rule engine. The engine evaluates the rules and
feeds the results into the simulation, facilitating the creation of production orders
and the movement of parts within the simulated environment. The simulation not
only animates the flow of parts through the supply chain but also provides vital
quantitative data post-simulation, such as lead times and activity-based costs. This
data, combined with the generated state flow diagrams for each simulation period,
enhances the understanding and communication of the operational aspects of newly
designed or modified supply chains.
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4 Digital Twins

Besides the Internet of Things, Artificial Intelligence, Blockchain, and 3D-Printing,
Digital Twins are one of the newer enabling technologies of Industry 4.0 to
implement smart supply chains and manufacturing. They can also be a step-change
for organizations on their journey to accomplish industrial digital transformation.

A Digital Twin is a virtual, dynamic representation of a physical system [13]. It
couples actual assets, networks, or systems in real-time with a corresponding virtual
replica. It uses models, data, sensors, analytics, dashboards, and human-machine
interfaces such as Augmented Reality (AR) and Virtual Reality (VR)-supported
visualization to provide insights and operational and decision support [14]. The most
advanced Digital Twins control production processes autonomously and develop
maintenance plans and schedules.

A definition that is often cited in scientific papers is given by Glaessgen
and Stargel [15]. They see a Digital Twin as an integrated multi-physics and
multi-scale, probabilistic simulation of a complex product that utilizes the best
available technologies, such as physical models and sensors, to mirror the life of
its corresponding twin.

Working with the digital replicate in the virtual space allows designers and
operators of machinery and systems to test out alternative scenarios while receiving
real-time feedback from the Digital Twin. Engineers can virtually test improvements
and designs before implementation so that initial problems can be detected and
solved quickly. They can simulate different scenarios and assess and compare them
against each other. This uplift in the agility of the development and operations
process leads to quicker decision-making, reduced cost, and better designs and
products. Early Digital Twins were developed to support the maintenance of assets,
especially to predict and detect issues before they lead to failures. They allow for
a proactive or predictive maintenance regime that reduces downtime of assets and
costs and improves safety and quality.

Early adaptors of this technology can be found in the domain of aircraft
maintenance as, for example, aircraft engines are very expensive assets that need
to be highly reliable [16]. Furthermore, engines have numerous sensors built in
and provide the necessary data stream to update the virtual twin in real-time.
From a quality assurance and maintenance perspective, it is especially interesting
that engine manufacturers can compare data they receive from their whole fleet
of deployed engines. Each engine may have its own Digital Twin that mirrors its
condition and performance. This allows the service team to learn from the behavior
of the whole fleet by training a machine-learning model with the data and inspection
reports received. Each individual Digital Twin can then use the trained machine
learning model to detect anomalies in its assigned real-world engine, predict failure
times, raise alarms, or create maintenance work orders.

The main components of a digital twin are:

* Physical asset(s) or system(s): the real-world object or objects the digital twin
represents.
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» Digital representation: a detailed, dynamic, and virtual model of the physical
asset. The digital representation could be, for example:

— aphysical model to analyze structural integrity or thermodynamics,

— a 3D model of an asset or building,

— a process model that depicts the workflows and operations of a system, such
as a supply chain model in SIMchronization or

— a behavioral model that models the system’s reactions under various condi-
tions and inputs.

The digital representation can also be a combination of different types of models.

» Connectivity and data transmission: the data link between the physical asset and
its digital representation. The data could be measurements of the condition of an
asset collected by IoT sensors. In advanced Digital Twins, the data flow can be
bi-directional, enabling monitoring and control arrangement.

» Data analytics: the collected data is processed to derive insights and potentially
recommend decisions. Simulation and advanced analytics, such as machine
learning, are used to identify trends, find anomalies, generate predictions,
and improve performance. The data will be analyzed considering the digital
representation, such as network graphs for transport networks.

e User Interface: depending on the application and user group, a range of user
interfaces can provide intuitive access to the data itself or derived insights. For
example, dashboards, animations, 3D model visualizations, Virtual Reality, and
Augmented Reality are widely used Digital Twin interfaces.

* Control and feedback loops: Advanced Digital Twins may provide insights and
information to the physical asset. Some send control commands to the asset or
system. If the Digital Twin identifies issues or a need for action, it may create a
work order or raise an alarm.

e Security and Privacy: as with every connected digital system, secure design and
operation of the system is of the highest priority to protect the data, physical
assets, and users from a cyber-attack.

5 The Extended SIMchronization Method

5.1 Comparison of Digital Twins and SIMchronization

This chapter explores how to extend the standard SIMchronization method to a
Digital Twin. The author proposes an extension of the method with concepts that
enable the user of SIMchronization to benefit from capabilities that are so far known
only to Digital Twins. Firstly, the two approaches are compared, and the missing
components in the SIMchronization method are identified:
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Physical assets or system. The initial SIMchronization method [2] was developed
for the domain of (e-)maintenance supply chains. Therefore, the real-world
objects that the method aims to analyze and improve are:

— all activities required for planning, managing, and performing a maintenance
process and their interactions, such as material flows and information flows
and

— the assets that condition need to be monitored and maintained over time.

Digital representation. SIMchronization uses Supply Chain Network Models to
depict the static relationships and rules to define the behavior, status, and
reactions to changing inputs and conditions.

Connectivity and data transmission. SIMchronization cannot ingest data in real
time. Data required for simulation and analysis is acquired before the simulation
run and stored in a static fact base that is part of the model.

Data Analytics. SIMchronization incorporates a discrete simulation and animation
component that is applied to dynamize the model. The user gains insights by
studying simulation results and observing the animation to understand better
the model’s interdependencies, impacts of improvements, and the supply chain’s
resilience towards external events.

User Interface. To evaluate the initial approach, a prototype was implemented by
using the meta-modeling platform ADOxx". The modeling classes and their
attributes were created within the software, and the simulation and animation
algorithm, combined with the rules interpreter, were coded in the scripting
language (AdoScript) of the platform. The animation provides a two-dimensional
view of the model.

Control and feedback loops. SIMchronization does not provide data or information
to the real-world asset, just to the user. A bidirectional data flow may be a concept
for a future extension of the method.

Security and Privacy. As the initial method is not connected to real-world objects or
the internet, the implemented prototype relies only on the security capability of
the underlying platform.

One of the main differences between the two approaches is the access to real-time
performance data. While the entanglement of real and virtual objects is crucial for a
Digital Twin, the initial SIMchronization method relies on the provision of historical
data.

Consequently, to enable SIMchronization to quicker react to changes in the real
world and to provide ad-hoc decision support the author proposes to add a live data
feed to the method. As unforeseen events may occur and real-time data can include
unexpected data points, the pre-defined set of rules may not cover all eventualities.
Therefore, a more flexible, potentially continuously developing behavioral model is
required. For this, we propose an Al model that predicts the condition or behavior
of an entity or system under a specific set of input parameters, see Fig. 4.
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5.2 Real-Time Performance Data

To achieve a dynamic representation of a physical system, Digital Twins need to
be updated with real-time data of the performance and condition of the represented
system. For example, this data may come via the Internet of Things (IoT) directly
from sensors attached to assets that need to be maintained or could come from
Inventory Management Systems reporting current stock levels.

In its initial design, SIMchronization sources the input data it uses in the
simulation from a fact base. The fact base is a data store filled with historical data
entered into the model before a simulation run starts.

The extended SIMchronization method uses its connectors to update the fact
base in real-time and provide live and historical data as input into the simulation
algorithm, the connected rules engine, and the Al prediction models.

5.3 Artificial Intelligence Model

The AI model can be seen as a complementary module to the Rule Engine that
provides the required adaptability and scalability. This paper does not propose a
specific Al method; depending on the domain, SIMchronization is applied with
different Al techniques that may be suitable [17]. In the maintenance space,
for example, an algorithm that excels in forecasting an asset’s condition and
one that can predict the system’s reaction to specific input factors is required.
Typical advantages of Al technologies that can be beneficial for SIMchronization’s
application are:

* Forecasting/prediction capability
¢ Anomaly detection and pattern recognition
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* Feature extraction

* Handling of non-linearity

* Scalability and handling of multiple data sources
* Adaptability

A disadvantage of using some more advanced AI/ML algorithms is the lack
of interpretability, especially when the understanding of the underlying model
decisions is crucial.

5.4 Al Parametrization

Parametrization [18] of an Al model refers to the process of defining and adjusting
the parameters that control the behavior and output of an artificial intelligence
system. The number of parameters can be large depending on the type of the Al
model and its intended application. An initial parametrization takes place during the
learning process. In the case of a neural network, the parameters are the structural
settings of the network and weights and biases. The model’s performance largely
depends on the proper selection of these parameters.

A runtime parametrization can adjust and fine-tune the model’s parameters in
response to new data or changing conditions in real-time or near-real-time to enable
the dynamic adaptation of the Al model to changes in the environment and input data
during its operational execution. This continuous learning approach increases the
model’s flexibility and relevance in dynamic environments but also requires careful
management to maintain stability and accuracy and to prevent overfitting.

6 Summary

This paper presented a range of discrete-event simulation algorithms and methods
that can be applied to control-flow-based modeling notations such as business
process and supply chain network models. The models range from a simple Path
Analysis that analyses a single process model to a Capacity and Workload Analysis
that simulates models of two model types, at least one process, and a resource model,
in conjunction. The Hybrid Model Simulation approach can simulate models of any
control-flow-oriented notation together in one run. Finally, the SIMchronization
method doesn’t use a control flow but simulates material and information flows
through a supply chain network.

Digital Twins use models, simulations, and real-time data to mirror real-
world objects in virtual space. There are advantages to having a realistic digital
representation of an asset or system in which scenarios can be run and improvements
planned.
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To provide similar capabilities to the SIMchronization method, the author
proposes a real-time data interface and an artificial model to support system
behavior and asset status modeling.

Some suggestions in the literature exist on which Al technology would suit this
task [17]. However, more research is required. Another interesting research field and
a potential extension of the SIMchronization method would be to use real-time data
from the system to feed the fact base of the simulation and to use generative Al to
create and change the static model itself.
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Collaborative Modeling Method )
Prototyping Using Digital ke
Design Thinking with Scene2Model

Wilfrid Utz

Abstract Realizing a modeling method is a knowledge intense task that requires
the involvement of stakeholders from different backgrounds and expertise during
all phases in the realization lifecycle. This lifecycle is typically coined “concep-
tualization” and spans from ideation, design, formalization, and implementation
and deployment. The outcomes of design decisions taken as a team impact the
capabilities provided by the modeling method from a structural and behavioral
perspective. Multiple iterations are usually required to externalize the knowledge,
agree on a formalization approach, and evaluate the design results through proto-
typing techniques. Following the Agile Modeling Method Engineering (AMME)
practice proposed by Prof. Dimitris Karagiannis, this contribution introduces an
instantiation in three parts of the engineering technique. First, it suggests haptic
design interactions as an interface for the domain experts. Second, it derives an
initial formalization of the metamodel skeleton through metamodel processing.
Third, it enhances the design with functional/behavioral aspects and provides
the outcome as a digital prototype for immediate testing/evaluation using the
experimentation capabilities of the ADOxx metamodeling platform.

Keywords Metamodeling - Metamodel design operation - Design thinking -
Scene2Model - ADOxx

1 Introduction and Motivation

The application of model-based approaches in information systems design has
become a well-established technique to understand the domain requirements
towards the system-under-study, capture those requirements in a structured way and
utilize models as a means of documentation, communication, and nowadays also
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operational use of model artefacts. Operationalization requires that the modeling
method is not only a theoretical and conceptual construct but tooling is provided to
operate the modeling method and enable advanced processing functionalities. These
functionalities add domain-specific value to the model as the artefacts created with
the modeling method can be assessed, queried, enhanced, and transformed using its
digital representation.

Considering the domain specificity and purpose as discussed in [1], it has become
necessary to acknowledge the formalization of the syntax, notational aspects, and
semantics as a means for the interaction of human experts and machines alike.
Purpose is a central aspect of this consideration. Consequently, techniques are
needed that support the engineer of a modeling method to efficiently externalize
domain knowledge, create new constructs, and combine them with pre-existing
fragments into an adequate artefact that satisfies the specific purposes of users.

The motivation of this contribution relates to the observation that conceptual
modeling has evolved towards a commodity activity. The task is not exclusively
related to experts in the field of knowledge engineering and management anymore,
that have the capabilities to map domain knowledge into a formal representation,
but to a broad viewpoint involving potentially any actor from an organization in
the modeling task. Consequently, it is required that the needs of this set of actors
become tangible during the conceptualization lifecycle.

Additionally, we can observe that the evolution of modeling methods happens at
a higher pace than in the past because of digitalization and digital transformation
needs. This means that temporal and agile evolution aspects in the design of the
methods should be supported. Users expect that for their specific task, the required
constructs evolve along the technological trends such as business ecosystem changes
or compliance requirements. An integrated view is needed that has on a concrete
level a shorter evolution lifecycle, but contributes individually, to the core concepts
adequate for enterprise modeling in a specific organization.

Based on these observations, this paper proposes an approach that builds on
the Agile Modeling Method Engineering (AMME) practice introduced in [2] and
instantiates it with digital design thinking techniques. The instantiation consists
of (a) a haptic design library for modeling methods using paper-based knowledge
externalization, (b) collaborative interaction techniques, and (c) digitalization of
the design into a digital twin based on the Concept-Characteristic-Connector
(CoChaCo) [3] approach. This last element enables design processing function-
alities and a language-based modeling tool prototype generator based on the
open-source ADOxx [4] metamodeling platform. !

The remainder of this paper is structured in the following way: Sect. 2 introduces
the related work that enables the proposed approach, specifically focusing on con-
ceptual modeling, metamodeling, and design thinking. Section 3, as the core part,
discusses the proposed design process and introduces the conceptual architecture
required, focusing on user interaction and artefacts produced. For evaluation, a

! Open-source experimentation environment accessible via https://www.adoxx.org
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prototyping approach has been applied, demonstrating the technique using a generic
case from the work within the OMiLAB? Community of Practice, specifically the
smart innovation environment for digital engineers [5] in Sect. 4. Conclusions and
next steps are presented in Sect. 5.

2 Related Work

Considering the motivation of this contribution, it is relevant to investigate the
literature on how modeling methods have been designed in the past, specifically
in the field of domain-specific conceptual modeling.

Modeling Methods Specification Following the definition of the term “domain”
as introduced in [1] in conceptual modeling, we can observe that general-purpose
modeling languages such as BPMN [6] or UML [7] have a specific domain focus
(process management for BPMN, software engineering for UML). As a result
form standardization efforts and aiming to support a broad spectrum of application
scenarios they typically consist of a large set of semantically related concepts and
constructs. Consequently, their application is limited to experts in the field. When
applying such a general-purpose modeling language, the challenge of the user
relates mainly to identifying which construct is intended for what purpose and how
to apply it properly. It therefore requires a detailed understanding of the modeling
approach before utilization. Processing capabilities are limited as a result.

In contrast, domain-specific modeling approaches are highly specialized and
establish a vocabulary that is distinct to the application domain. The motivation
to realize a domain-specific language is attributed to a) the expert user interacting
with it (expressiveness) and b) the processing of constructs (e.g. specific algorithmic
implementation that requires model-based input such as simulation-capable mod-
els). An overview of implementation results can be found in [8, 9].

From the perspective of this contribution, both flavors of modeling methods are
equally relevant. General-purpose languages are considered as commonly “agreed”
knowledge for specific domain aspects. As such they are classified as foundational
languages, and their specification is re-usable for standardized purposes. Domain-
specific languages, in contrast, demonstrate the possibilities to enable specialized
vocabularies and processing functionalities.

Modeling Method/Metamodel Representation In literature, it can be recognized
that fechnological capabilities impact the way how modeling methods are concep-
tualized. Historically various approaches can be identified such as a language-based
understanding in [10], an ontological viewpoint as discussed in [11, 12] or logic-
based techniques introduced in [13, 14]. This means that when engineering a
modeling method, the selected realization technology for constructs and/or required

2 OMIiLAB Community of Practice - Modeling Tools: https://www.omilab.org/activities/projects/


https://www.omilab.org/activities/projects/
https://www.omilab.org/activities/projects/
https://www.omilab.org/activities/projects/
https://www.omilab.org/activities/projects/
https://www.omilab.org/activities/projects/
https://www.omilab.org/activities/projects/

176 W. Utz

processing algorithms directly influences the design process. An example of this
viewpoint can be found in [15] for BPMN. Even though the schema of the notation
is specified in detail, various research articles can be found that showcase the need
to represent the metamodel using ontology technologies such as OWL or RDF (need
for advanced queries), logic, specifically TELOS to enable simulation or UML to
allow for code generation of BPMN diagrams. The above observation results in re-
conceptualizing with every new promising technology implementing metamodeling
concepts [16].

From the viewpoint of this contribution, a representation is sought after (on
a formal level) that can support any kind of representation and consequently
processing functionality is discovered and aligned. The Concept-Characteristic-
Connector (CoChaCo) approach as introduced in [3] is used for the prototypical
implementation. As such the formalization requirement articulated in [17, 18] is
supported on various levels.

Design Thinking for Modeling Method Engineering The design of a modeling
method is a knowledge-intensive task and requires a detailed understanding of
needs and requirements, capabilities of semantic technologies and expertise of the
intended user. Following the classical definition of Brown in [19], design thinking
is inspired by co-creation/collaboration in multi-disciplinary teams. This applies
to the approach discussed in this paper as it is envisioned, that in the future
modeling methods will evolve and be again decommissioned rapidly to enable
a situational combination of various viewpoints of experts [20]. This requires
a dynamic alignment of model-value functionality. Exploration in the form of
prototypes is considered an important aspect during such design iterations.

3 Conceptual Approach: Design to Prototype

Based on practical observations in the context of the realization of domain-specific
modeling methods within the OMiLAB Digital Innovation Environment, Fig. 1
depicts how modeling methods are typically conceptualized, implemented, and
deployed.

Two acting roles are typically involved in the design and implementation process:
the modeler as an expert in the domain observes the system-under-study, identifies
the purpose of the conceptual model, and defines requirements for the modeling
method using examples to explain the required capabilities. These requirements are
then reflected by the modeling method engineer, the adequate metamodel technique
is selected and applied to establish the structural and behavioral aspects of the
modeling method. Design and realization operations are enabled based on the
formalization embedded within the technique and support the modeling method
engineer. The realized artefact is instantiated by the modeler to apply it to the
scenario for testing purposes.
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Fig. 1 Observation: modeling method engineering (based on [16])

Even though this approach is well structured, it encompasses certain limitations
with respect to stakeholder involvement, agility, and iterative adaptation as well as
prototyping support. These observations are listed below:

1. Domain Knowledge Externalization. The understanding of domain knowledge
is distributed between the modeler and modeling method engineer in the
traditional approach. This implies that a negotiation process is triggered for each
requirement resulting in a design decision jointly taken.

Considering a set of multi-disciplinary actors involved, the elicitation of
requirements becomes challenging as design decisions need to be balanced and
harmonized not only between a single expert user and the engineer but with a
group of experts. Contradictory requirements stemming from different experts
need to be supported as the user of the modeling method becomes its engineer.

2. Concrete Metamodeling Techniques Impact Design. Considering the defini-
tion of design thinking, freedom to design modeling methods is required, with as
little as possible technical restrictions from the realization platform. Currently,
we can observe that the expertise of the engineer impacts the design capabilities.
Technological restrictions hinder and limit the design space.

For the approach presented in this paper, we consider a design environment
that abstracts upon existing metamodeling techniques. This results in a higher
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level of abstraction, reducing the functional expressiveness but enables arbitrary
design possibilities. To move between the levels, design support operations are
suggested.

3. Design to Prototype. Design thinking includes early testing of concepts through
prototyping. Currently, the time-to-prototype strongly depends on the expertise
of the modeling method engineer and the restrictions of the selected platform for
operationalization.

By utilizing a generator-based approach, is assumed that the impact of the
design decision can be evaluated, at least to a certain extent, already during the
design workshops. The digital representation of the haptic design of the modeling
method is transformed into a language model that can be (a) verified against
various platforms, (b) elevated semantically to extend concepts defined following
open linked data and (c) generate library fragments as input to be combined in
the modeling method.

Figure 2 depicts the proposed instantiation of the agile approach graphically.
The design iteration is triggered by observations made in the system-under-study
(for retrospective activities) or innovative ideas by the expert team of stakeholders.
These experts are considered with different aspects in the modeling challenge and
compose a multidisciplinary team.
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Fig. 2 Proposal: digital design thinking support in modeling method engineering
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In a first step (1), the modeling purpose is jointly identified. Using as an analogy
the Osterwalder’s Business Model canvas in [21], and as a tool the “Modeling
Method Purpose” mapping is proposed. Thus, the resulting canvas tool allows
the stakeholders to define a) the purpose of the conceptual models to be created,
the required inputs (service functionalities, data sources), the required conceptual
elements and their relation. The definition is done in a high level of abstraction
(textual description using sticky notes). This description and structuring outcome
provide input to the second step, namely, to derive the required design vocabulary.
Text analytics mechanisms suggest concepts and domain context and trigger the
graphical research for iconic representations. The vocabulary elements are printed
and convey the semantics as the team has agreed upon. The recognition services
are dynamically aligned (see [22] for implementation alternatives) to be used
within the Scene2Model tool. In addition, the vocabulary configures the language
generator. Each artefact is mapped to the specific modeling constructs of CoChaCo?
as a specialization relation and therefore allows preliminary configuration of the
transformation and generator pipeline.

Scene2Model supports the expert team in the third step: actors and interactions
are discussed using haptic elements. As soon as an agreement is reached, a digital
representation as a model is persisted using Scene2Model.

The team jointly develops interaction scenarios as scenes (and decomposition of
scenes) defining the way how actors interact with the modeling constructs. Each
storyboard represents as an outcome a solution model for the modeling purpose
identified.

As the mapping to CoChaCo is defined, a language-based representation
becomes feasible. Utilizing a representation as conceptual graphs (see prototype
section in [16]), design operations on structure and content are possible. These
operations support the semantic elevation, service/functionality discovery and
dynamic binding and consequently verification of the design on a formal level.

The last two phases are concerned with development and deployment. The
open-source ADOxx metamodeling platform has proven to be flexible to support
adaptive metamodel implementation. This means that the formal representation of
the metamodel, the functional service stubs and interaction logic are provided to
a generator pipeline (5) implemented as a continuous integration and deployment
pipeline.* The outcome is a prototypical tool that can be installed and evaluated by
the expert team (6).

3 Accessible online at https://www.omilab.org/activities/cochaco/

4 Further details available online at https://www.adoxx.org/documentation/60_packaging/2_
packging_procedure.html. For the prototype, the AdoScript extension in Microsoft Visual Studio
Code and the code repository runners at https://code.omilab.org where used.
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4 Proof-of-Concept Prototype

As a means to evaluate the idea to utilize design thinking for modeling method
engineering, a proof-of-concept prototype has been realized. The prototype focuses
on an exemplifying scenario of a novel modeling method for geolocation modeling
in a smart city environment. The objective of the proof-of-concept is to demonstrate
its applicability.

Proof-of-Concept Setting. For the proof-of-concept the following setting is
assumed: expert stakeholders (city tourism board, public transportation planning
and external mobility providers and citizens) aim to optimize the public transport
infrastructure, specifically for accessibility of touristic points-of-interest using
multi-modal mobility services. The experts have recognized the value of modeling
to evaluate in a forward-looking manner the feasibility of planning decisions taken
by the city council.

1. Clarify Modeling Needs. The experts jointly assess the modeling needs with the
following outcome. Tool support is provided to them during the brainstorming
exercise.

Figure 3 exemplifies the modeling method canvas: modeling needs are
identified in the middle column, pre-existing data structures and processing
techniques as candidates on the left and resulting constructs are listed on the
right.

2. Establish Design Vocabulary. Based on this ideation and sorting results the
concepts of the design vocabulary can be derived, e.g. the city planning expert
will utilize a set of stations and POIs to determine the effectiveness of the public
transportation system based on their location. Modeling constructs are marked
italic above. Mapping those to a concrete notation/recognition service (for the
design workshop) and CoChaCo constructs (as input for the generator) results in
the visualization of the vocabulary as shown in Fig. 3.

3. Design Storyboards and Scenes (Actors and Interactions). The expert partici-
pants iteratively discuss the interactions specific actors require from the modeling
environment. The workshops are conducted using the vocabulary elements as
haptic elements (printed/drawn). This supports on one hand the storytelling
approach envisioned as well as common space for argumentation and elicitation.
In case of missing haptic elements, the system allows for a dynamic adaptation.
This means that additional constructs can be added and utilized dynamically.

Finally, the experts come to a common understanding and trigger the digital-
ization of the storyboard using the Scene2Model toolkit (see [23]). The digital
design result using Scene2Model is visualized in Fig. 4 for the case “Location
assessment”. In this example, the actor requires a model that allows for a
graphical mapping of stations and POIs, whereas the actual location is important
and should be represented on a geographical map. Assessment techniques are
required to evaluate the proximity of stations to POIs and vice-versa.
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Fig. 3 Modeling Method Canvas (instantiated with Smart Mobility) and Mapping of Construct to
CoChaCa resulting in the design library for the modeling method

4. Formalisation and Functionality Alignment. This step is concerned with the
transformation of the digital design artefact to a formalized representation.
Building upon the mapping towards CoChaCo and the results in [16, 18, 24] the
formalization is performed. Formalization is required to (a) elevate characteris-
tics based on concrete service functionalities (input/output relations) discovered,
(b) the generator to translate the platform-independent into a platform-specific
representation and (c) verify the syntactic completeness of the platform-specific
model. Manual intervention by a modeling method engineer is currently required
as the semantic distance only allows for a formalization as a skeleton structure.
Using conceptual structures (formalized as conceptual graphs) are considered as
a candidate to support design operations on semantic structure and content.

5. Modeling Method Prototype Generator. Using the transformation service
developed in [16], the CoChaCo representation is transformed in a formal
language representation, used to generate an ADOxx Library in ADOxx Library
Language (ALL) format. The library serves as input for the continuous inte-
gration and deployment pipeline and dynamically deploys the prototype as an
installation package. The prototypical realization utilizes the adaptive metamodel
capabilities of the platform.
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The expert stakeholder team has now the possibility to test and evaluate their design
decision in the prototype tool and trigger another design iteration as outlined in Fig.
2, in case required.

5 Conclusion

In this paper a new design technique for modeling methods has been introduced,
as an instantiation of the Agile Modeling Method Engineering practice defined by
Prof. Karagiannis in [2].

The technique has been specified based on observations in the various OMi-
LAB community projects. It could be observed that tooling/operationalization of
modeling methods has become an important aspect, but the knowledge of how to
create modeling tools is challenging, specifically in cases where an early prototype
is required to evaluate novel concepts and interaction flows. Using the design
technique, it is assumed that in the early phases of the specification of a modeling
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method, tangible results in the form of haptic designs and corresponding prototypes,
enable an increased capability to assess whether ideas are feasible and should be
further refined.

Additionally, it can be observed that the work on conceptual modeling has
become a cross-cutting issue that requires input from experts that have been unre-
lated to the world of models, metamodels and modeling methods in the past. Means
are therefore needed to involve and externalize expertise and propose constructs that
are value-adding. This requires novel interface and interaction patterns as proposed
in this paper and integration with e.g. low-code/no-code approaches.

The current version of the approach is still in an early phase. Further work
is required, specifically to investigate design scenarios that can be envisioned
(retrospective design and alignment, composition, and re-use of existing modeling
methods), external tool/service support for semantic elevation and functionality
extensions.
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Process Oriented Knowledge Engineering:  m
Reflections and Project Experiences Qe

Robert Woitsch

Abstract Process oriented knowledge management started as a research topic
around 2000. 2023 was counted year 1 of ChatGPT, this paper reflects how process
oriented knowledge management evolved over the time by reflecting a series of
research projects—mainly in the context of the EU Research Frame Programmes
FP6, FP7, H2020 and HEU. A research topology consisting of (a) application
scenario level, (b) model-based knowledge engineering level and (c) enabling IT
environment level is used to structure the different initiatives. Three EU projects
are introduced in more detail, discussing (1) Process Optimization in the FAIRWork
project (HEU), (2) Process Digitization in the Change2Twin project (H2020) and
(3) Process Deployment in the CloudSocket project (H2020). The corresponding
support of knowledge management and engineering as well as the enabling IT-
infrastructure are introduced. The reflection reasons that although the technology
and algorithms massively evolved over the years, the underlying meta model to
link knowledge management and engineering to organizational structures such as
processes to ensure a targeted support has proven to be an appropriate assumption
over the years.

Keywords Business process - Knowledge engineering - Microservices - Process
optimization - Process digitization - Process deployment

1 Introduction

In the early 2000 the “Business Process Oriented Knowledge Management”
approach was introduced to align knowledge management or knowledge
engineering with organizational goals [1-3]. 2023 is year “1” of ChatGPT which
promises to be among the game changing technologies in the context of knowledge
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management. Hence, this paper reflects the evolution of process oriented knowledge
management and engineering by discussing selected research projects—mainly in
the context of the EU-Research Frame Programmes from FP5 to HEU.

Business Process Management (BPM) was introduced in the 1980ties and since
then evolved to become commodity in today’s business. With BPMN, a common
standard notation for business process management has been established.

Knowledge Management and Engineering was distinguished between the
more human-oriented approach—which was considered as ‘“Knowledge Man-
agement” and the more computer-oriented approach—which was considered as
“Knowledge Engineering” [4]. Those two approaches continuously merged, espe-
cially as with the evolution of the former “Computer Supported Cooperative Work”
(CSCW) towards Web 2.0 into today’s social media the two approaches can hardly
be isolated.

Technological Infrastructure has been changed significantly. Service-based
approaches are now commodity like Software-as-a-Service (SaaS) or Microservices.
Low-code /no-code platforms support the integration of (a) data and its correspond-
ing semantic, (b) the algorithms as well as (c) the user interaction.

In the following the research topology is introduced to identify the layers (a)
application scenario, (b) conceptual modelling and (c) enabling IT environment
in Chap. 2. In Chap. 3, we describe three research projects providing knowledge
engineering for processes: First, to support process optimization, second to support
process digitization, and third to support process deployment. Chapter 4 presents
the corresponding model-based Knowledge Engineering (KE) approaches. Chapter
5 introduces the implementation of corresponding software environments. Finally,
Chap. 6 concludes with a reflection.

2 Research Topology

We depicted three different horizontal layers and two vertical pillars, where the left
pillar represents the open world and the right pillar the reflection of our research
interest by applying different methodologies on each level (Fig. 1).

The ““Application Scenario Layer” defines the domain. The applied methodol-
ogy requires to understand the use case needs, abstract the generic challenge, and
map it to capabilities that are provided by available modelling environments, like
ADONIS [5]. This is an intellectual and interactive process performed by domain
experts. It may range from selecting: (a) one capability, e.g. the simulation of a
process, (b) several capabilities, e.g. the process deployment in combination with
monitoring, or (c) a set of alternatives are worked out to implement new capabilities.

The “Conceptual Modelling Layer” designs model-based knowledge engi-
neering solutions. The applied method is “Agile Modelling Method Engineering
(AMME)” [6]. As sources we use (a) ADOxx.org [7], a community of more
than 5.000 developers that provides open source features, (b) the OMILAB [8]
network with about 50 model-based solutions published in [9, 10], as well as (c)
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Fig. 1 Introduces the three layers (a) application scenario, (b) conceptual modelling and (c)
enabling IT environment and the corresponding methodology that is applied to reflect and filter
research initiatives for each layer

the principles of the Generic Meta Modelling Method Specification Framework
(GMMSF) [11]. We apply rapid prototyping using the open accessible meta
modelling platform ADOxx.

The “IT Infrastructure Layer” realizes functional capabilities of the meta
modelling platform either by (a) selecting existing features, (b) configuring meta-
concepts that enable the flexible re-usage and reconfiguration of functional capabil-
ities, or (c¢) introducing a new functional capabilities by implementing them.

2.1 Applications Scenarios for “Process Oriented Knowledge
Engineering”

There is a plethora of process-oriented scenarios like but not limited to continuous
improvement, business IT alignment, business continuity management, process
assessment, quality management, data protection, performance management, audit
management, requirements management, process mining, ERP integration, or cus-
tomer journey mapping [5]. Different scenarios in different domains have been
addressed by research projects. In the public administration, processes were used to
specify the public services of chamber of commerce’s (LD-Cast [12]) or document
immigration procedures (Immigration Policy 2.0 [13]). For training purposes of
administration personnel, processes have been used as training platforms (LearnPAd
[14]). In the construction domain the processes were used to simulate the usage of
a building during design phase (Adapt4EE [15]) and during the renovation of a
buildings processes were used to simulate expected progress and costs (BIMERR
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[16]). To support the construction of railways, processes have been used to create a
digital twin (COGITO [17]) to enable the execution of optimization algorithms.
Three selected projects are elaborated in more detail:

e Process Optimization: In the context of the project FAIRWork [18] the produc-
tion processes are optimized by introducing knowledge-based dashboards.

* Process Digitization: In the context of the project Change2Twin [19] a digital
twin was created by digitizing the paint production process.

e Process Deployment: In the context of the project CloudSocket [20], the busi-
ness processes are modelled not only to be executable in a standard environment
but also deployable in a special configured environment via a so-called “bundle”
definition.

Based on these research projects, we observed the following characteristics:

* simple design to create common understanding and derive domain-specific
semantic like in “Immigration Policy 2.0” and “LD-Cast”,

* acting as technological and content-wise integration and collaboration platform
like in “LearnPAd” and in “FOCUS” [21],

* using processes for decision support using process simulation, optimization and
monitoring like in “DISRUPT” [22], or in “GOODMAN” [23],

» execution of processes via workflows like in “CaxMan” [24] or “CloudSocket”.

2.2 Conceptual Modelling for “Process Oriented Knowledge
Engineering”

Graphical concept models can serve both purposes, the human and the computer
interpretation. The graphical representation is more appropriate for intuitive human
interpretation, whereas the conceptual and semantic representation is more appro-
priate for machine interpretation. Hence, concept models can act as a moderator
between human-oriented and machine-oriented approaches as elaborated in the
project pluglIT [25]. Based on the work on meta model mapping [26], and meta
model weaving (LearnPAd) we differentiate three scenarios for modelling KE
approaches:

First, Models are used to identify the needs of KE. A semi-formal model like a
process in Business Process Model and Notation (BPMN) standard is sufficient to
identify, where and how KE has to contribute. We see this as a “delegation” towards
the algorithm, as no further specification is performed.

Second, Models are used to specify the expected results of the KE algorithm.
Models are used to describe the algorithm on an abstract level that enables domain-
experts to describe the behavior without special KE skills. We use e.g. (a) BPMN
to specify an abstract workflow (CloudSocket [20]), (b) decision tables to specify
the behavior of a rule engine (FIT [27]), (c) semantic networks to represent relevant
parts of an ontology (Change2Twin), (d) goal models to specify the behavior of
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multi-agents (eHealthMonitor [28]), (e) Case Management Model and Notation
(CMMN) to represent appropriate training data to define the behavior of neural
networks is currently elaborated in the FAIRWork project.
Third, Models are used to configure the KE algorithm. This approach we apply
for symbolic Al approaches like rules, workflows, fuzzy-rules, semantic inference.
Aforementioned model-based approaches require a corresponding IT environ-
ment that enables the implementation of IT-based solutions.

2.3 IT-Infrastructure for “Process Oriented Knowledge
Engineering”

We rely on the ADOxx platform [7], which provides a rich set on model-specific
functional capabilities as well as the possibility to configure the platform using
the meta model concept. In the following the most helpful characteristics in
implementing rapid prototypes for research projects are introduced:

* Inheritance of modelling objects defines the structure, the semantic and the
corresponding functionality of sub-classes. Inheriting a class from the “root” or
inheriting the class from a “container class” will have different results. The class
from the root will inherit the basic capabilities of a graphical model element,
whereas the class inherited from the container class in addition also inherits
the semantic of being a container that graphically groups modelling objects and
has the relation called “is-inside”. The inheritance speeds-up the provision of
functionalities.

* Coding and configuration support eases the configuration of the platform. We
observe that by providing configuration possibilities like e.g. AdoScripts [29],
user interface dialogs, previews or test environments, the flexibility raises as non-
software engineers can quickly produce rapid prototypes.

3 Processes from Selected Application Scenarios
We introduce three selected samples from EU projects that demonstrate process
oriented approaches for (a) optimization, (b) digitization, and (c) deployment.

3.1 Process Optimization: FAIRWork Experience

FAIRWork is a HEU project which combines data and Al technology to optimize
production processes. First, the production of electronic parts at Flextronics [30]
and second the production of metal parts for cars at Stellantis [31].
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Fig. 2 Flextronic decision model of Worker Allocation in FAIRWork D5.1 [32] (page 70)
indicates the needed steps to allocate the “most appropriate” worker to the production line

The approach is to optimize the overall process by introducing knowledge-
based dashboards that apply KE algorithms to propose the “optimal” solution to
the decision-maker. The introduced sample process addresses the pre-production
in particular the worker allocation that has to consider parameters like worker
capabilities for the line, the efficiency per worker per production line, deadlines
and corresponding overtime issues, and worker preferences. The process collects
the “screen play”, which is the capability of a worker to work on certain production
lines as well as the production plan or the worker preferences (Fig. 2).

The solution is a decision-support dashboard that shows the different param-
eters in different charts, where different KE algorithms can be used—also in
combination—to continuously calculate the proposed optimal allocation (Fig. 3).

3.2 Process Digitization: Change2Twin Experience

Change2Twin is a HEU project performing digital twinning of production processes.
In the following we introduce a sample of a Spanish paint production manufacturer
called Graphenstone. The challenge is that due to increasing online orders, the
acceptance of new orders depending on the status of the warehouse requires
simulation of the production process using a real-time inventory of the warehouse.
The digital twin is capable to simulate the orders considering the inventory of the
warehouse.

 First, a digital twin of the production process was created. We used time stamps
at relevant stages of the process to trace the start, the collection of material, the
mixing, the laboratory tests and the filling.

* Second, the real time inventory of the warehouse was realized by introducing
pure material slots, where the collection of the material was time-stamped with
an RFID tag representing the process id.

e Third, the product—the painting bucket—became digitized by introducing a
write-able RFID tag on the painting bucket label, where the production process
id was stored. This enables to access the process data and laboratory test results.
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Fig. 3 Mock-up of customizable User Interface FAIRWork D4.1 [33] (page 35) using different
user interface templates, that present the different results from different algorithms

The process was modeled covering three production lines, the interaction with
the warehouse, and the laboratory tests. The key stages of the process have been
identified to digitize the status of the process by using time stamps (Fig. 4).

A physical experiment [34] has been developed for the chemical production
process by abstracting the relevant stages of the paint production process to the
generic and well-known sample of a “tea coocking process” (Fig. 5).

The ingredients are selected distinguishing basis material like hot water, product-
specific materials like different flavors of tea, and product-independent supplements
like sugar. Those ingredients are mixed, tested, and filled in small cups where each
cup has a writeable RFID tag. Selected challenges of the production process e.g.
how many teas can I produce in the next 2 h, how to ensure to have enough sugar, or
how to calculate the waste of milk, can be easily reported, and different approaches
were able to be demonstrated with varying capabilities. Finally, the factory imple-
mented the setup of this experiment with selected digitizing technologies.

3.3 Process Deployment: CloudSocket Experience

CloudSocket was a H2020 project introducing the Business Process-as-a-Service
(BPaaS), where a business process is defined not only on business level, but also
on executable workflow level, and on deployment level. A BPaaS—e.g. sending
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Fig. 4 The confidential production process—which is blurred for confidentiality reasons—has
been modelled and relevant actions that are needed for digitization have been selected to perform
time stamps [34]
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Fig. 5 Shows the physical experiment of the production process, whereases silo 1 and 2 represent
the material that is not digitized, slot A to E are digitized with RFID readers, the production process
is a RFID tag that is physically sticked on the piece of paper which is the production process
description, and the different stages of the process are indicated on the flip chart
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an invoice to a customer—can be implemented via various executable workflows,
whereas one executable workflow can be offered in form of various deployed
services with different Service Level Agreements (SLAs).

A BPaaS bundle contained all information to present a business process as a
service on a marketplace. The user can view both—the domain specific process
and the executable workflow. Deployment information was provided via Cloud
Application Modelling and Execution Language (CAMEL) [35]. The marketplace
displayed the price and corresponding SLAs including execution times as well
as the location of the data processing. The result was that the business process
“Sending and Invoice” was offered in the form of different services, once as cheap
but unreliable bundle with data processing outside of Europe, and once as a costly,
reliable bundle with guaranteed data processing at a certain location (Fig. 6).

Buying the BPaaS from the marketplace triggers the deployment of the bundle.
The use of generic deployment formats enables the deployment in a multi-cloud
environment. More details are provided in the publication collection on Zenodo
[37]. Relevant prototypes can be found at the innovation shop provided by BOC
[38] (Fig. 7).

Business Process Model i

send invice | &

Description of Business Case (BPMN)

Description of possible realisation |

}
Abstract Workflow Model ;
]
(BPMN) |

Concrete (Executable) Workflow - T :
Implementation of executable Workflow L - - i
(BPMN) IR TE I — 5

Cloud Deployment Configuration
Configuration of Cloud Application
(CAMEL)

Fig. 6 Introduces the different levels of the BPaaS “Sending an Invoice” [36]. The business
process model describes a simple invoice sending process in BPMN format. The abstract workflow
describes the sequence of the workflow in a way that is understandable for domain experts. The
executable workflow adds technical details. Finally, the cloud deployment script, that completes
the deployment, adds information of the deployment of this BPaaS
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Fig. 7 Shows a Marketplace that offers different BPaaS bundle with same domain business
process of sending an invoice but in different deployment settings

4 Model-Based Approaches for Knowledge Engineering

Each application scenario is supported by KE. We applied model-based KE to (a)
identify the needs, (b) specify the expected results, or (c) configure the algorithms.

4.1 KE for Process Optimization: FAIRWork Experience

We propose a continuous knowledge-based decision making to achieve an overall
process optimum—in our case, the allocations of workers to production lines. First,
the data from the production plan and other sources are accessed. Then the decision
logic is performed by an algorithm. Finally the results are presented in a dashboard.
We tested various algorithms in order to compare the different outcomes D4.2
[39].

* Rule-Based mechanisms using DMN introduced a decision tree to allocate
the worker. Different allocations strategies exist, e.g. starting with the less
experienced workers, or starting with the preferences of the workers. Here, DMN
was used to configure the rule-engine with executable DMN files.

* Fuzzy-Rules extending DMN models made the decision tree more flexible
thanks to different dependency level. The results can be transparently traced but
the final configuration of the approach has to be performed in the corresponding
fuzzy logic library. Here we used a specification approach.

e Multi Agent based approach uses negotiation between agents for each worker,
the lines and the production plan. This approach is currently modelled on
identification level using the decision tree as an input for manual programming
the negotiation behavior of the agents.
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* Reinforcement Learning uses sample data for training. The challenge is
therefore to identify the correct training data. Currently, we stay on identification
level but assume that modelled training and test data may improve the algorithm.

4.2 KE for Process Digitization: Change2Twin Experience

The challenge is to ensure the correctness of the real-time inventory of the ware-
house in combination with the production process simulation considering possible
production failure or inconsistencies in the warehouse inventory. We propose
patterns to digitize the inventory of the warehouse ranging from expensive and exact
to cheap and imprecise approaches. In collaboration with the project CALIBRaITE
[40], the trustworthiness of a dashboard representation was introduced. Depending
on the following different patterns, the dashboard indicated not only the data but
in addition the corresponding trust level. The following patterns have been applied
[41]:

* No digitization pattern: For material which is ordered regularly we proposed to
not digitize the inventory. There are some basic liquids that are needed for the
production, which are regularly filled independently of the concrete production
plan.

* Calculation pattern: This pattern counts how often a material has been picked
up using the time stamps of the production process id. This requires discipline
in using the material and estimating the lost material. We use process simulation
considering probability deviation for the material loss. The trust level is medium.

¢ Measuring pattern: A precise approach is to measure the weight of pure
material slots and track the reduction of weight in combination with the process
ids. This approach is expensive as each slot need individual scales as additional
sensors. This pattern achieves the maximum of the trust-level.

e Approximation patterns: Approximations are performed using (a) image recog-
nition to approximate the status of the material and (b) distance sensors measur-
ing the height of the material stacks and estimate the amount. The result of such
approximations heavily depends on the selected algorithm and the training data.
This pattern was not selected during the project, as the decision maker needs to
gain trust. The trust-level for this pattern varies.

The physical experiment of this process allowed to test different KE algorithms for
simulation, for the assessment of the material as well as for plausibility checks.
4.3 KE for Process Deployment: CloudSocket Experience

To support the modelling and execution of a BPaaS bundle, several algorithms have
been provided [38]:
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¢ Context-adaptive Questionnaire for Business-IT Alignment [42]: Each
BPaaS needs allocation of concrete Software-as-a-Service (SaaS) offerings
which perform only a part or the whole process. This allocation was supported
by semantic lifting of both, the process model and the SaaS offerings. We
proposed a questionnaire for the annotation. The user filled out a questionnaire,
while annotating the model. The questionnaire used an entropy-based algorithm
to find a complete service annotation with a minimum of questions.

* DMN to CAMEL Mapping [43]: Deployment scripts used decision models in
form of DMN rules introduced more flexibility into the deployment strategy. A
simple decision layer was introduced on top of the cloud application description
within the deployment model, which abstracts from the actual deployment
language and allows to assemble the deployment model from existing fragments.

* Smart Business Intelligence Analysis Tool [44]: To enable cross-layer monitor-
ing we used semantic mappings between the different layers. The abstraction of
business-related indicators such as costs, performance or location of deployment,
can not only be collected on the cloud infrastructure but must be calculated across
several layers up to the business process model layer. We proposed to include
semantic inference to bridge the semantic distance of the different layers.

Aforementioned samples of KE algorithms and their model-based approaches are
selected prototypes that have been developed in the aforementioned EU research
projects.

5 Implementation Approach

The IT environment provides domain-specific and model-based IT Solutions.
We used the metamodelling platform ADOxx to develop research prototypes.
Our research focus in the mentioned project was to extent or complement the
environment around ADOxx as well as explore new technologies. In the following
we introduce some results:

¢ Domain specific Services for Processes:

— Process Verification [45] was implemented in CloudSocket based on the
LOLA approach, where processes are mapped to Petri-Nets and then ana-
lyzed according to their correctness e.g. deadlocks, endless-loops, or formal
correctness. This ensured only executable workflows are specified by domain
experts.

— Process Simulation [46] was implemented in BIMERR based on a Petri-Net
Simulation engine, where BPMN was mapped to Petri-Nets. We introduced a
multi-parameter pre-processing for the simulation with individual probability
functions. Different influence factors like e.g. weather, season, failure were
individually described with probability functions and pre-processed before
their usage during simulation. This ensured that the probabilities could be
modelled in more detail and the simulated prediction was more appropriate.
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¢ Integration Framework to integrate Microservices [47]: Current research
elaborates the development of a low-code/no-code platform called OLIVE that
provides (a) integration of data via a self-developed connector framework, (b)
integration of services via the workflow engine Netflix Conductor, and (c)
integration of user interfaces via the React UI framework.

¢ Physical modelling extending digital modelling [48]: We observed design
thinking approaches, in particular the Scenes approach from SAP [49], and
the corresponding work of Scene2Model™ from OMiILAB NPO and adapted
the technology, which we call “Scenario Scanner” to apply them for process
modelling.

— The scenario scanner was used in workshops to work out use case specific
processes. This enabled us to define processes in a workshop setting where
most of the people are unaware of the process notation BPMN. The resulting
sketches are published in FAIRWork D2.1 [50].

— The scenario scanner was used in form of table-top exercises to test a
complex resource allocation in the COGITO project. The construction site of
a railway was first modelled, and then the resource allocation was calculated.
The core team could perform a table-top experiment by physically walking
though the construction process using the picture of the construction site that
has been filmed from a drone. This hands-on exercise generated common
understanding of the core team and raised awareness on potentially critical
situations.

— Third, we used an extended version including RFID tags of the scenario
scanner to demonstrate a new painting production process at Graphenstone
in the project Change2Twin, which was introduced in Sect. 3.2.

Aforementioned samples showed the corresponding extensions that has been pro-
vided on several levels on ADOxx. Either in form of domain-specific services,
in form of an integration framework or in form of a physical extension for the
digital environment. A generic approach on how to integrate knowledge engineering
algorithms in form of Microservices is published in the FAIRWork D4.1 [33] and
D4.2 [39].

6 Reflection

Reflecting current research projects using processes, model-based knowledge engi-
neering and new IT-platforms, we can see a massive evolution on the technology
and algorithms. Al algorithms coming from AWS, Azure, Alibaba, or Google are
available for interested researchers. Software Engineers use Al-based tools like
Tabnine, GitHub CoPilot, or AWS Code Whisperer to speed up coding. ChatGPT
and alternatives like YouChat, Jaspe Chat, Microsoft Bing Chat, Google Bard, or
Neuroflash are likely to quickly enter everyday’s life of an organization.
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We still believe that concepts and technologies should be separated. The intention
of the algorithm including issues like trust, transparency, reliability or the capability
of being revision-able need to be identified first, before the appropriate algorithm
is selected. The concrete values of appropriate models have been studied in the
project complAl [51], where models are used to ensure an intended behavior of Al
algorithms. Currently, we observe challenges like (i) how to introduce Al into an
organization, (ii) how to deal with ethical issues like privacy or biased results or
(ii1) how to ensure transparency and trust. The approach presented in this paper—
to align KE algorithms to concrete organizational challenges using a model-based
approach—seems still to be a reliable and practical approach. Furthermore, we see
the challenge that algorithms will be provided for all layers introduced in this paper:
(a) the application scenario layer, the (b) conceptual modelling layer and the (c)
IT-Infrastructure layer. Based on the reflection of the past year, the evolution of Al
is promising and has the potential to become a game-changer in several important
domains.
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Modular Metamodel Engineering: Why, )
What, How and What’s Next? ek

Srdjan Zivkovic

Abstract Numerous standard and domain-specific modeling languages have been
designed to facilitate the modeling of enterprise and software systems. Modeling
language definition is a complex engineering task. Metamodeling is an established,
practical yet rigorous formalism for language definition, which employs the meta-
model as a pivotal engineering artifact. Modular metamodel engineering presents
a systematic approach to metamodeling, incorporating concepts of modularization
and composition to enhance reusability, flexibility, and efficiency in metamodel
definition. It introduces the concept of reusable metamodel fragments, accompanied
by a comprehensive set of metamodel composition operators for combining these
fragments. This paper provides an overview of the modular metamodel engineering
approach. Additionally, it delves into potential applications of microservices in the
context of modeling method microservices architecture and discusses the potential
application of generative Al, shedding light on its implications for advancing
metamodeling practices.

Keywords Metamodeling - Metamodel composition - Metamodel
modularization - Metamodel fragment - Modeling method microservice

1 Introduction

Modeling method engineering deals with the design, construction and adaptation
of modeling methods and appropriate tools for model-based system analysis and
development. It is a common sense that Domain-specific Modeling Languages
(DSMLs) and corresponding methods satisfy the increasing pace of business
requirements and specific problem domains better than the standard general-purpose
methods. Demand for DSMLs, methods and corresponding tools is continuously
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increasing, as more stakeholders seek to leverage the power of model-based low-
code/no-code approaches to abstract from code when describing and engineering
complex systems. DSMLs in general focus on a narrow specific domain, however,
complex enterprise systems often demand usage of DSMLs in combination forming
hybrid modeling methods, to capture the system in a holistic way, but still
retaining the specificness and expressivity for each modeling domain. Besides the
hybrid characteristic, modeling methods undergo changes during their lifecycle,
i.e. they evolve, to meet the continuous changes in business requirements, to
incorporate gained domain knowledge over time, or to address the technological
advancements of the underlying implementation system. For example, a com-
pany may adopt BPMN 2.0 [1] as a standard for business process modeling
but may require company-specific extensions for process-based risk management.
Such customization may involve introduction of additional risk-related properties
to existing language entities, creation of new entities or even integration with
proprietary languages to build a custom hybrid solution. Ideally, such custom
extensions should be portable to the upcoming version of the base language, which
for itself undergoes evolutive changes. The increasing demand for DSMLs, their
hybrid nature, continuously evolving modeling requirements and underlying domain
diversity pose new challenges to the engineering of modeling methods, in terms
of efficiency, time-to-value, flexibility, domain and system complexity. Following
the agility principles established in software engineering, Agile Modeling Method
Engineering (AMME) [2] provides a framework to address these challenges in an
agile way.

It has been recognized that modular approaches in software industry such as
component-oriented development and micro-service architecture have been bene-
ficial for designing complex systems, in terms of reusability, efficiency, enhanced
flexibility, improved system understanding, standardization, maintainability, and
scalability [3, 4]. A metamodel is a pivotal engineering construct in modeling
language definition, that is used to define the language abstract syntax, for which one
or more notations i.e. concrete syntaxes are defined [5]. Furthermore, in the context
of modeling method definition, a metamodel serves as a data structure for method
algorithms and mechanisms, and it represents the base vocabulary for modeling
procedures [6]. To tackle the problem at its root, applying the principles of modular
design and component orientation to metamodel definition (metamodeling) has
been shown beneficial to address the challenges of modeling method engineering,
in general. However, while metamodeling techniques provide powerful concepts
for creating metamodels from scratch, they have been lacking concepts for more
efficient metamodeling towards metamodeling-in-the-large [7], as well as for more
flexible metamodel customization [8]. Modular metamodel engineering as defined
in [9] has been an attempt to incorporate concepts of modularization and com-
position in metamodeling, with the purpose to enhance reusability and efficiency
in metamodel definition, and in the broader context to contribute to AMME. The
approach introduces the concept of reusable metamodel fragments, accompanied
by a comprehensive set of metamodel composition operators for combining these
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fragments. By leveraging reuse, such a modular approach allows for systematic,
flexible, and efficient definition and customization of metamodels.

This paper provides an overview of modular metamodel engineering. Addi-
tionally, it delves into potential applications of microservices in the context of
modeling method microservices architecture and discusses the potential application
of generative Al, shedding light on its implications for advancing metamodeling
practices. Following the introductory motivation, Sect. 2 provides a comprehensive
overview of the modular metamodel engineering approach. Section 3 discusses how
modular metamodeling can benefit from microservice architecture and generative
Al Finally, Sect. 4 concludes the work.

2 Modular Metamodel Engineering

The Modular Metamodel Engineering (MME) approach may be seen as a contin-
uation of the fragment-based method integration idea proposed in [10]. Focusing
on the language part of the method, and on the metamodel as a pivotal element
in language definition, MME provides a systematic formalism for the realization
of modular metamodels within metamodeling platforms. MME aims at extending
the core metamodeling concepts, i.e. the concepts of a metamodeling language,
to allow for the modular metamodel definition. On the one side, it introduces
concepts to systematically define reusable, self-contained metamodel fragments.
On the other side, it aims at extending metamodeling languages with a set
of composition operators to holistically support white-box, grey-box and black-
box composition. Figure 1 illustrates the anatomy of the approach and its main
contributions in metamodeling. While core metamodeling refers to the basic
metamodeling concepts for constructing metamodels, i.e. for “metamodeling-in-

Modular Metamodel
Engineering
Black-box Grey-box White-box
Metamodel Metamodel Metamodel
Composition Composition Composition

Metamodel Modularisation

Core Metamodelling

Fig. 1 Pillars of Modular Metamodel Engineering
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the-small”, metamodel modularization contributes to that core with concepts for
encapsulation and information hiding in metamodeling. On top of modularization
concepts, comprehensive metamodel composition operators for black-box, grey-box
and white-box composition allow for flexible combination of metamodel fragments
to support the idea of “metamodeling-in-the-large”. In the following, each of these
building blocks is introduced.

2.1 Core Metamodeling Concepts

Core metamodeling concepts allow for defining the core metamodel structure. A
multitude of mature metamodeling languages exist that formalize those concepts
such as the standard MOF [11], or tool-specific meta-languages such as Eclipse
EMF Ecore [12], MetaEdit+ GOPPRR [13], ADOxx Meta?-Model [14-16], or
GME MetaGME [22]. The fundamental metamodeling concepts that are typical and
prevalent in many metamodeling languages include Model Type, Class, Relation,
Relation End, and Attribute. This alignment is unsurprising as metamodels, rooted
in graph theory, closely correspond to the foundational elements of attributed typed
graphs, encompassing concepts like graph, vertex, edge, and attribute. Figure 2
summarizes the core metamodeling concepts. A metamodel consists of metamodel
elements, which may either be attributable elements or attributes. An attributable
element contains attributes and supports inheritance to facilitate specialization and
reuse of attributes within the hierarchies of the same type of element. An Attribute
denotes a property of a metamodel element and is of a specific attribute type, though

Metamodel
Element
inheritance AN
0,1\ |
Attributable ’ ) Attribute
Element attributes
0, * [IX
‘ staroets * relationEnds
C?}ancéﬁle £ Relation End Relation
AN
| I
. . relations
Class Model Type
classes *

Fig. 2 Core Metamodeling Concepts
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we simplify discussion by not further exploring attribute types. A Class serves as
an attributable element and is a central construct in metamodeling for specifying
entities in a modeling language. Another attributable element is a Model Type,
a meta-construct used to characterize models (diagram types), which itself may
encompass classes and relations. A Relation, an attributable construct, links classes
and/or model types, connecting to other elements indirectly through the concept of a
Relation End. The arity of the relation is defined by the number of relation ends, and
for a relation to be directed, it must have at least one From-type relation end and one
To-type relation end. A relation end specifies how a target of a relation participates
in the relation, encompassing aspects like multiplicity and direction type. Lastly, a
connectable element acts as a facilitating construct to generalize classes and model
types as types eligible to be targets of relation ends.

2.2 Metamodel Modularization Concepts

Building upon the definition of a software component [3], a metamodel fragment is
a compositional unit with contractually specified provided and required interfaces.
This fragment can be independently deployed and is open to composition by third
parties. This definition introduces key concepts of metamodel modularization,
the metamodel fragment itself and the inferfaces, thereby extending the core
metamodeling concepts with two crucial modularization capabilities, encapsulation
and information hiding.

Metamodel Fragment Serving as a unit for composition and reuse, a Metamodel
Fragment encapsulates metamodel elements contributing to either the implementa-
tion (concrete elements) or interface definition (interface elements) of the fragment.
The implementation specifies the actual metamodel structure, comprising core
elements like model types, classes, relations, relation ends and attributes. Fragments
may internally nest other fragments, and elements within a nested fragment are
indirectly and recursively owned by the enclosing fragment. A fragment is termed
atomic if it solely consists of direct elements, and composite if it includes other
fragments.

Explicit and Implicit Interfaces To facilitate information hiding, a fragment
defines explicit interfaces concealing its internal implementation, thus forming the
basis for flexible black-box metamodel composition. Provided interfaces expose
internal metamodel element implementation, while required interfaces specify
context dependencies implemented by other fragments. Both interface types may
be either owned or imported from other fragments. An owned required interface
represents an extension point of a fragment, i.e. a contract other fragments need
to fulfill by wiring to that interface. Fragments with owned required interfaces are
abstract. Fragment elements may be available to the outside via interfaces (black-
boxes) or by controlling their visibility using access modifiers (white-boxes), such as
public, private, protected etc. Concrete elements that are exposed to the outside via
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Fig. 3 (a) The notion of metamodel fragment. (b) The notion of implicit interface based on the
Class metaclass

access modifiers can take part in the white-box metamodel composition. The notion
of an implicit interface is a special form of an interface, which allows for additional
extension points of metamodel fragments. An implicit interface, as defined in [8],
represents an extension point of a metamodel element, which is implicitly defined
by the inherent semantics of the underlying metamodeling language. For example,
a set of attributes is an inherent implicit interface of a class, which can be used to
inject additional attributes. Fragments that allow for implicit interfaces are called
grey-boxes and form the basis for the grey-box metamodel composition. Figure 3
illustrates the notion of a metamodel fragment with the idea of explicit and implicit
interfaces and access modifiers.

2.3 Metamodel Composition Concepts

Depending on the modularization type (black-box, grey-box, or white-box) of meta-
model fragments to be combined, three distinct types of metamodel composition
can be identified. The composition of black-box metamodel fragments with explicit
interfaces is referred to as black-box metamodel composition. Grey-box metamodel
composition involves combining metamodel fragments based on implicit interfaces.
Similarly, white-box metamodel composition is applicable to accessible elements
within white-box fragments. Each composition type requires suitable metamodel
composition operators. Subsequently, the three types of metamodel composition are
discussed.

Black-box metamodel composition The black-box metamodel composition
involves combining black-box fragments through explicit interfaces. To facilitate
black-box composition, two interface-based metamodel composition operators are
introduced: interface realization and interface subtyping [7].

Interface realization Interface realization binds an internal, concrete metamodel
element to an interface element, capturing the realization of an interface by a
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«interface» «interface» «interface»
Task «realisation» ISimulatableTask ITask wsubtyping» | INamedElement
Name: String Time: UTC DG R - Name: String
Type: Enum Costs: Double Type: Enum
Time: UTC
Costs: Double
a) b)

Fig. 4 (a) The notion of the interface realization composition operator. (b) The notion of the
interface subtyping composition operator

concrete element. This realization is valid only if an element conforms to the
interface by contract. A concrete metamodel element can provide realizations to
multiple interfaces, and a single interface may have realizations from various
concrete elements. Interface realization is a fundamental concept in black-box
metamodel definition, promoting explicit and controlled exposure of metamodel
elements via provided interfaces and the realization of required interfaces within
a fragment. For instance, given the interface ISimulatableTask, which requires each
implementing element to contain attributes 7ime and Costs for simulating activities,
the class Task realizes the interface by providing the required attributes (Fig. 4a).

Interface subtyping Interface subtyping establishes a connection between a base
interface and a derived sub-interface, to define substitutability of the base interface
by its subtype. The subtype interface can extend the base interface with additional
members. Unlike class inheritance, interface subtyping solely inherits member
definitions without inheriting their implementations. Furthermore, an interface can
extend and be extended by multiple other interfaces. With the ability to extend
existing interfaces and declare compatibility between a subtype and its supertype,
interface subtyping facilitates highly flexible metamodel composition scenarios at
the level of black-box fragments. In Fig. 4b, an abstract INamedElement interface
requires that each realizing element must include the attribute Name. The [Task
interface can reuse this specification by subtyping the INamedElement.

Grey-box metamodel composition The grey-box metamodel composition relies
on implicit interfaces to combine metamodel fragments into new composites. To
compose fragments, the extension composition operator comes into play, which
adds features to an existing element without modifying it relying on implicit
interfaces [8]. This process requires a base element, an extender element, and an
extension composition operator. Extension operator is a relation that takes a base
element and an extender element as input and extends the base element by injecting
extensions based on implicit interfaces or extension points given by the inherent
semantics of the underlying metamodeling language. In the example in Fig. 5a, the
base element, the class Tuask, is extended with the 7ime and Costs attributes without
any syntactic modification of that fragment. The SimulationActivityExtender class
serves as the extender element containing these attributes. By applying the extension
operator on the attribute set, as the implicit interface, the class Task receives all
structural features of the extender SimulationActivityExtender, namely the attributes
Time and Costs.
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Fig. 5 (a) The notion of the extension composition operator. (b) The notion of the mixin inclusion
composition operator

White-box metamodel composition The white-box metamodel composition com-
bines white-boxes, i.e. accessible internal concrete elements of metamodel frag-
ments using white-box composition operators. If designed carefully and system-
atically, white-box composition contributes to the systematic decomposition of
metamodels into modularized implementation fragments, thereby contributing to
fragment interface implementation. Recombining these implementation fragments
allows the development of new composite implementations in a productive, modular
manner, promoting reuse. As the composition occurs on concrete metamodel
elements, standard composition operators like merge, inheritance, and aggregation
can be employed. Moreover, referring to the notion of mixins from program-
ming languages, mixin inclusion serves as an additional metamodel composition
operator that complements standard operators like inheritance and aggregation,
thereby enhancing the overall compositional expressivity [8]. The mixin inclusion
composition operator accepts a parent element and a mixin element as input,
incorporating (“mixing in”) the features of the mixin element into the parent. Mixin
inclusion is non-invasive, with the parent element serving as the composer, while
the mixin remains unmodified as the base element of the composition function.
Figure 5b illustrates the application of the mixin inclusion operator. The abstract
mixin class, VersionableMixin, offers attributes Version and State. The parent class,
Document, declares mixin inclusion for the purpose of document versioning and
release workflow modules. The application of mixin inclusion from Document to
VersionableMixin results in the Document class inheriting all structural features of
the mixin class. Finally, the mixin inclusion operator helps in preventing complex
inheritance hierarchies in metamodels while enabling inclusion of bundles of
structural features defined within mixin elements.

2.4 A Metamodel for Modular Metamodel Engineering

Previously introduced modularization and composition concepts are summarized
within a metamodel for modular metamodel engineering (MME). The metamodel
serves as a conceptual framework for MME, with the central concept being a
metamodel fragment. A fragment may contain nested fragments and is categorized
as a composite fragment if it nests others; otherwise, it is considered afromic.
Fragments can also declare dependencies on each other. A fragment may either
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existentially own metamodel elements or import elements from other dependent
fragments. Each metamodel element within a fragment, whether it be a class, model
type, attribute, relation etc., may represent either a concrete element or an interface
element. Elements are exposed to other fragments via access modifiers. A concrete
element may realize multiple interfaces, and, conversely, an interface may be
realized by any number of concrete elements. With interfacing concept, a fragment
having concrete elements may expose a set of provided and required interfaces
to other fragments for black-box composition. Other fragments can import, and
use provided interfaces or import required interfaces and provide an appropriate
realization. In addition to the interface realization composition operation, various
other composition operators exist. Interfaces support subtyping, allowing easy
extension of interface specifications. To enable grey-box composition, the extension
composition operator is applied. Concrete elements which extend other elements are
termed extender elements. Fundamental operations for white-box composition, such
as aggregation, are applicable to both concrete elements and interface elements. On
the other hand, inheritance and the mixin inclusion operator are only applicable
to concrete elements. Concrete elements that are included or mixed in by other
elements are referred to as mixin elements (Fig. 6).

Composite Atomic
1 Fragment Fragment

| N depends

nests * Metamodel <3
Fragment
owns imports
%
aggregates Metamodel Element
%
* ?
includes
%
% .
Concrete " realises " Interface
Element Element *
* *
*
1 | ‘ % subtypes
inherits extends

Fig. 6 Modular Metamodel Engineering Concepts
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2.5 Implementing Modular Metamodel Engineering

Modular Metamodel Engineering concepts are suitable for implementation within
metamodeling environments, which serve as powerful development environments
for metamodeling. In [9], the concepts of MME have been formalized in a
language for modular metamodel engineering (MMEL). A possible realization of
the MMEL has been elaborated based on the metamodeling platform ADOxx [16,
17]. Nevertheless, the MMEL as a meta-language has been designed as a generic
modularization capability extension, that could be applied to other metamodeling
languages as well.

The application of MMEL for constructing modular hybrid modeling languages
within the domain of enterprise modeling, such as Business Process Management
(BPM), has been explored in [9]. Specifically, it has been demonstrated how
the metamodel of the Business Process Modeling Systems (BPMS) method [18],
originally conceived as a monolithic design artifact, can be transformed into a
modular implementation through the application of MMEL. The BPMS method,
a robust hybrid modeling approach widely employed for enterprise-wide business
modeling serves as the central modeling formalism in the business process modeling
tool ADONIS [19]. As a hybrid DSML, BPMS includes the process modeling
standard BPMN 2.0 [1] and extends it with DSMLs for goals, documents and
products, organization, IT modeling, and risk and controls.

Figure 7 illustrates an excerpt of the MMEL usage for the purpose of modu-
larizing the BPMS modeling method, focusing on the interface-based black-box
metamodel composition of metamodel fragments, Business Process Diagram,
Organization Model and Risk Catalogue using the MMEL notation. The metamodel
fragment Business Process Diagram is illustrated as a black-box fragment with
two major supported interfaces, model type interface IProcessDiagram and class

Q IProcessDiagram Q ITask

L
T [ [T]

. . - metamodel element, [T] -
Business Process Diagram type | class, model type, etc.

— . 1 - provided interface

i - required interface

IParticipant IPerformer IRisk
- fragment with provided and
required interfaces

‘ZF kj Organisation LK Risk

Model i Catalogue

subunits
]

h i
T L L e
C c Risk S I N I— D1 . - fragment element realising
OrgElement OrgUnit N ][T] a provided interface
ame,
. - concrete element using a
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! Role Actor
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Fig. 7 Modularization of the BPMS Method using MMEL
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interface [7ask. On the other side, required class interfaces IParticipant, [Performer
and /Risk have been defined as extension points for arbitrary fragments to provide
appropriate implementations. This way, well-defined interfaces between BPMN
and related domains of organization modeling and risk management are estab-
lished, keeping the domains clearly separated. The composition with fragments
Organization Model and Risk Catalogue is specified based on the interface real-
ization composition operator. Concrete classes OrgElement and Role implement
the imported interface IParticipant. The interface IPerformer, representing task
performer role, is realized by concrete classes OrgUnit, Role and Actor. Finally,
the BPMN and Risk Catalogue fragments are combined by specifying the interface
realization between the class Risk and the class interface IRisk.

3 What’s Next

Among the various technological trends that have surfaced in recent years, microser-
vice architecture and artificial intelligence stand out as having significant relevance
to the further advancement of modular metamodel development and metamodeling
in general. This section delves into these trends and discusses their potential
applications.

3.1 MME and Microservice Architecture

In recent years, microservice architecture has become the preferred software design
approach for constructing modular and scalable systems, by combining small,
independent, and loosely coupled services [20]. It structures an application as a
collection of small, independent services, where each service is focused on a specific
business capability, and can be developed, deployed, and scaled independently.
Microservices communicate with each other through well-defined interfaces (APIs),
typically over a network. The microservice approach relies on the same modulariza-
tion principles that form the core of component-oriented design, but applied at the
level of web services, emphasizing the deployment and operational aspects of the
service.

Modeling Method Microservices Metamodel fragments are suitable to be realized
as microservices due to their modular characteristics. Moreover, positioning it
within the broader context of modeling method engineering, and in addition to
metamodel fragments as microservices, other modeling method elements as defined
in [6] can be realized as modeling method microservices. Such modeling method
microservice can internally be composed out of metamodel and/or functional
microservices. Metamodel fragment interface specifications serve thereby as con-
tracts not only between metamodel fragments but also between metamodel and
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functionality services. Packaged around modeling business capabilities, modeling
method microservices can be independently developed, deployed, scaled, and com-
bined to build a modeling solution addressing the evolving modeling requirements.
Figure 8 illustrates the idea of modeling method microservices based on the general
microservice architecture.

Benefits and Challenges The significant advantages of adopting the microservice
approach for MME, in addition to the already established benefits of modularity, are
embedded in the deployment and operational aspects. This becomes evident in the
realization of MME within metamodeling environments.

Technological and Platform Independence. Microservices allow for the use of
diverse technologies for individual services, tailoring technology choices based
on specific requirements. This flexibility empowers the adoption of the most
suitable tools and frameworks for each microservice implementation.
Autonomous and Independent Deployment. Services can be deployed inde-
pendently, due to the small size of individual services. This means that any
modifications made to a modeling method microservice covering one business
capability won’t impact the entire modeling solution. Even the versions and cus-
tomization variants of the same service can be deployed and run independently,
thereby introducing the additional autonomy and clear separation of concerns
between standard and customized modeling method solutions. Furthermore, such
microservices support continuous integration and deployment practices, enabling
rapid and frequent releases. This is essential for staying in pace with dynamic
modeling requirements.

Scalability and Resilience. Microservices enable horizontal scalability. Modeling
method microservices can be scaled independently based on their demand. This
flexibility is crucial for handling varying workloads efficiently. Due to their
independent nature, microservices can be more resilient to failures. If one service
experiences issues, it doesn’t necessarily affect the entire modeling solution, as
other services can continue to function.
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o Service Granularity as a Challenge. Finding the appropriate service granularity
is an important consideration and challenge when adopting microservice archi-
tectures. Opposite to a monolithic system, a system with too many fine-grained
microservices may lead to increased communication overhead between services,
and increased overhead in managing and operating those services. Organizing
modeling method microservices around domain-specific modeling capabilities
on the one hand, and on customization packages on the other hand could be
a good alternative to start when adopting microservices for modeling method
engineering.

3.2 MME and Generative AI

Recent advancements in Generative Artificial Intelligence (GenAl) [23], specifically
through the application of Large Language Models (LLM), have introduced new
possibilities in the field of software development. These advancements enhance
various aspects of the development lifecycle, particularly focusing on automated
code generation and related assistive services.

*  Metamodel Code Generation. Metamodels in general and metamodel fragments
in particular are specified using MME languages such as MMEL that are pro-
vided by a metamodeling language either using a textual, graphical or any other
type of concrete syntax. Hence, just like with any programming language source
code, generative Al models can be enriched with the MMEL syntax and trained
based on large metamodeling code repositories to understand coding patterns and
generate metamodel code snippets or even entire fragment specifications. This
can accelerate the metamodel development process, especially in the context
of metamodel fragment compositions. For example, Amazon CodeWhisperer
[21] is an Al-powered productivity tool for the development environments that
generates code suggestions based on comments and existing code.

* Natural Language Processing for Metamodel Specifications. GenAl, particularly
natural language processing (NLP) based on LLMs, can be trained to translate
natural language domain-specific metamodel specifications into metamodeling
language specifications and generate code for fragment definitions and com-
positions. Again, MMEL as a formalized language for MME can serve as a
knowledge base to train the LLM. This approach has the potential to enhance the
accessibility and adoption of metamodeling environments as no-code platforms
for non-technical domain expert business users, enabling them to seamlessly take
on the roles of both producers and consumers of modeling solutions.



214 S. Zivkovic

4 Conclusion

This paper provided an overview of Modular Metamodel Engineering as a system-
atic approach to metamodeling, aiming to enhance the flexibility and efficiency
in metamodel definition. The cornerstone of the approach is the concept of
reusable metamodel fragments and a set of comprehensive metamodel composition
operators, focusing on black-box, grey-box, and white-box composition. The
concepts of MME have been implemented in a language for modular metamodel
engineering (MMEL), which forms the foundation for introducing MME within
metamodelling environments. A brief demonstration of MMEL was presented,
illustrating how MME can transform a monolithic BPMS metamodel into a
modular specification. Looking ahead, the paper explored the intersection of MME
with two emerging technological trends—microservice architecture and GenAl.
It envisions modeling method microservices, comprising both metamodel and/or
functional microservices, as units of modularization and composition for service-
oriented metamodeling environments. Additionally, the paper envisions the role
of GenAl in metamodel code generation and NLP for metamodel specifications,
offering innovative solutions for accelerating metamodel development and making
metamodeling environments accessible to non-technical business experts. Finally,
Modular Metamodel Engineering emerges as a promising paradigm for advancing
modeling method engineering, providing a structured and adaptive approach to
metamodel definition and composition. Placed in the context of agile modeling
method engineering frameworks such as AMME, MME contributes to the future
where modeling solutions are not only robust but also highly responsive to the
dynamic demands of the ever-evolving modeling requirements.
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