Hamilton Galindo Gi
Alexis Montecinos Bravo
Marco Antonio Ortiz ¢ e ;




Springer Texts in Business and Economics



Springer Texts in Business and Economics (STBE) delivers high-quality instruc-
tional content for undergraduates and graduates in all areas of Business/Manage-
ment Science and Economics. The series is comprised of self-contained books
with a broad and comprehensive coverage that are suitable for class as well as for
individual self-study. All texts are authored by established experts in their fields
and offer a solid methodological background, often accompanied by problems and
exercises.



Hamilton Galindo Gil » Alexis Montecinos Bravo
Marco Antonio Ortiz Sosa

Dynamic Stochastic General
Equilibrium Models

Real Business Cycles Models: Closed
and Open Economy

@ Springer



Hamilton Galindo Gil Alexis Montecinos Bravo

Department of Finance and Economics Department of Finance
Cleveland State University Sawyer Business School - Suffolk
Cleveland, OH, USA University

Boston, MA, USA

Marco Antonio Ortiz Sosa
Department of Economics
University of the Pacific

Universidad Adolfo Ibafiez
Business School

Lima, Peru Santiago, Chile

ISSN 2192-4333 ISSN 2192-4341 (electronic)
Springer Texts in Business and Economics

ISBN 978-3-031-58104-5 ISBN 978-3-031-58105-2  (eBook)

https://doi.org/10.1007/978-3-031-58105-2

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature Switzerland
AG 2024

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

If disposing of this product, please recycle the paper.


https://doi.org/10.1007/978-3-031-58105-2
https://doi.org/10.1007/978-3-031-58105-2
https://doi.org/10.1007/978-3-031-58105-2
https://doi.org/10.1007/978-3-031-58105-2
https://doi.org/10.1007/978-3-031-58105-2
https://doi.org/10.1007/978-3-031-58105-2
https://doi.org/10.1007/978-3-031-58105-2
https://doi.org/10.1007/978-3-031-58105-2
https://doi.org/10.1007/978-3-031-58105-2
https://doi.org/10.1007/978-3-031-58105-2

To Jesus Christ: my God, my Savior, my Lord,
... my everything
Hamilton Galindo Gil

To Catita, Agustincito, and Loreto, the engine

of my life.
Alexis Montecinos Bravo

To my beloved Niome, Mochi, and Cani.

Marco Antonio Ortiz Sosa



Preface

This book aims to guide the student step by step in developing and solving a DSGE
(Dynamic Stochastic General Equilibrium) model—not only from the technical and
conceptual aspects but also through the simulation process of each model. Excellent
books in the literature address different aspects of DSGE models. However, due to
the richness of the topic and the limited space, these books do not take a step-by-
step approach to building DSGE models, making it difficult for students to dive into
this area. This book attempts to fill this gap to some extent.

Three features of this book are worth highlighting. First, it attempts to perform
all the algebra associated with each model. For instance, the optimization problem
of each agent is carried out step by step, in the same way as the calculation of
steady-state and the log-linearization of the model. Likewise, the solution method
of undetermined coefficients and that of Blanchard and Kahn are developed with
special detail. The purpose of all these steps is to allow students to understand each
stage of the construction model process.

The second feature is that each model developed in each chapter has been placed
in Dynare. In addition, some m-files have been built for certain specific tasks, such
as model comparison. These codes allow students to replicate exactly what they find
in the chapter. This generates learning by doing approach throughout the book.

The third characteristic is that the models considered are toy models in the closed
and open economy. This allows the student to learn the basic lessons and understand
the fundamental relationships of the variables. All of this will prepare the student to
deal with more complex models.

Who Should Read This Book?

This book is intended for advanced undergraduate, master’s degrees in economics
or finance, or even applied mathematics. It also could be used as a complement to a
basic course of business cycles at the doctoral level. We also hope this book could
be useful for researchers in academia or central banks that use these models daily to
prepare forecasts or simulations of aggregate variables.
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viii Preface

Programs

Every chapter is accompanied by a set of codes (mod-files and m-files) that the

reader can use to replicate the model developed in every chapter. These codes are

available on the following webpage:
https://academic.csuohio.edu/galindogil-hamilton/book-rbc-english/

Cleveland, OH, USA Hamilton Galindo Gil
Boston, MA, USA Alexis Montecinos Bravo
Lima, Peru Marco Antonio Ortiz Sosa
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Chapter 1 ®
An Overview of RBC Models Creck fo

1.1 Introduction

This chapter aims to provide an overview of the development of the Real Business
Cycles (RBC) school since its inception in the 1980s. To do this, the chapter is
divided into three parts.

In the first part, two essential aspects of the business cycle are described: on the
one hand, a clear definition of the business cycle is enunciated and, on the other
hand, its main characteristics, known as the stylized facts.

The second part develops a historical perspective of RBC models through two
complementary approaches. The first briefly describes the evolution of economic
schools since the Great Depression. This description allows us to locate the
historical context in which the RBC school began to develop its main ideas.
The second approach describes the development of the RBC school through the
categorization of the research of this school. For example, the investigations that
have tried to explain this school’s state of the art in the 1980s and 1990s are
analyzed. Finally, we explore studies on the labor market, fiscal policy, the money
market, and investment shocks.

In the last part, the RBC models’ main assumptions have been described, as well
as the steps for the construction, solution, and simulation of these models.

Supplementary Information The online version contains supplementary material available at
(https://doi.org/10.1007/978-3-031-58105-2_1).
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1.2 Business Cycles

Snowdon and Vane (2005) indicate that the primary goal of macroeconomics is to
analyze and understand the determinants of the aggregate economic series, such
as the gross domestic product (GDP), unemployment, inflation, and international
transactions (both in the real and financial sectors). In particular, macroeconomics
studies the determinants and impacts of fluctuations in economic activity in the
short term (business cycles) and the determinants of the long-term path of economic
activity (economic growth).

With this goal, many schools of economic thought have tried to provide explana-
tions of the behavior of aggregate economic series throughout history. For instance,
the so-called Keynesian school attempted to explain the high unemployment of
the early 1930s due to “insufficient” aggregate demand. On the other hand, the
Neoclassical Synthesis supported the existence of an inverse relationship between
unemployment and inflation (Phillips curve), which could serve as a framework to
analyze economic policies. Likewise, monetarists emphasized the money market as
the primary variable to explain business cycles. All these and subsequent schools
of economic thought (New Classical Economics, the Real Business Cycles school,
New Keynesian Economics, and the recent New Neoclassical Synthesis) have built
their theoretical frameworks to explain the behavior of aggregate variables.

Given this set of theories, the following question arises: what aspects should
be considered to evaluate a theory in macroeconomics? Greenwald et al. (1988)
suggest that the theory’s ability to explain the main features and “stylized facts”
of macroeconomic instability should be considered. This idea is in line with that
previously indicated by Kaldor (1961), who suggests that any model’s minimum
requirement is to explain the characteristics of economic processes as they are
observed in reality. Applying these requirements to business cycle theory, Abel and
Bernanke (2001) suggests that in order for a business cycle theory to be successful,
it must explain the cyclical behavior of a wide range of main economic variables.
Furthermore, these authors state a reasonable consensus on the basic stylized facts
of business cycles.

From an empirical point of view, Snowdon and Vane (2005) suggest that to
explain economic cycles, the statistical properties between the comovements of the
cyclical component of the aggregate variables and the cyclical component of GDP
must be identified. As a result, two relevant questions emerge for studying business
cycles: What is the definition of business cycles? What are the stylized facts of
business cycles? The first question is addressed in the next section and the second
in the subsequent one.

1.2.1 Definition

The classic definition of business cycles was proposed by Burns and Mitchell
(1946): they state, “the business cycle is a type of fluctuation of the aggregate
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economic activities of the countries that organize their work mainly in corporate
business.” In addition, these authors consider that three characteristics define the
economic cycle: the first is that the said cycle consists of a phase of expansion,
experienced at the same time by various economic activities, followed by a recession
phase (contraction), and a subsequent recovery, which is part of the expansion phase
of the next cycle.

The second characteristic is that the business cycle is recurring; that is, it
repeatedly occurs in the economies and is nonperiodic. This characteristic implies
that the business cycles vary in length and do not occur at predictable intervals. The
third characteristic is that the duration of a cycle varies from a period greater than
one year to 10 or 20 years.

To these considerations of the cycle, Lucas (1977) contributed to its characteri-
zation in two aspects:

* Concerning the qualitative behavior of comovements between series, business
cycles are all the same.

» This suggests the possibility of a unified explanation of business cycles within a
framework of general laws that govern the market economy.

Finally, Long and Plosser (1983) indicate that the term “business cycle” refers
to the joint temporal behavior of many economic variables such as price, output,
employment, consumption, and investment. At least two empirical regularities can
describe this behavior. The first refers to the cyclical component of each variable,
that is, the deviations of the variable with respect to its trend. The second refers to
the joint movement of various economic activities, such as, for example, the product
in different economic sectors.

1.2.2  Stylized Facts

The term “stylized facts” is used in different fields of economic science. For
instance, it is used in economic growth, business cycles, and economic development
(Arroyo Abad and Khalifa 2015). Furthermore, this term is attributed to Kaldor
(1957) and essentially represents the empirical regularities observed in the statistical
properties of time series economic variables (Snowdon and Vane 2005).

1.2.2.1 Characterization of the Stylized Facts

Usually, the stylized facts of economic cycles are characterized or described
through four criteria: variability, direction, persistence, and temporality. These
criteria are associated with particular statistics. Thus, for example, variability is
measured by variance, direction by correlation (usually with GDP), persistence by
autocorrelation, and temporality by dynamic correlations with respect to GDP.
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¢ Variability (variance)
Measured by the variance or standard deviation (sd) of the variable. The
normalized standard deviation is also considered, which is the division between
the “sd” of the variable and the “sd” of the GDP.

¢ Direction (correlation)
They are the comovements of the variables in relation to GDP.

corr(x,GDP)> 0 | corr(x,GDP)=0 | corr(x,GDP)< 0
procyclical acyclic countercyclical

¢ Persistence (1st-order autocorrelation)
Persistence indicates that if a point of the variable “X” is taken above the trend,
what is the probability that in the next period that variable will remain above that
reference point?

¢ Temporality (dynamic correlations)
It contemplates if the variable is lagging behind, coincides with, or is ahead of
the GDP.

Leading Lagging Coincidence

If the variable moves ahead If the variable moves behind GDP | If the variable moves at
of GDP the same time as GDP

It is important to mention that to obtain the cyclical component of the macroeco-
nomic variables, a method must be used that allows each component to be separated
from the trend component of the variable. In the existing literature, various methods
(filters) perform this work with their advantages and disadvantages. Throughout the
book, the Hodrick and Prescott filter (HP filter) will be used due to its simplicity
and because it has usually been used by the RBC school.!

1.2.2.2 Stylized Facts in the United States
[A] Business Cycle The National Bureau of Economic Research (NBER) has

determined a set of dates that allow identifying the beginning and end of an
economic cycle (see Table 1.1). This historical account dates back to 1854.

!'In addition to the HP filter, there are other approaches developed by Baxter and King (1999),
Woitek (1998) and Christiano and Fitzgerald (1999). For a better detail of the HP filter and that of
Baxter and King, see DeJong and Dave (2007, ch. 3).
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To determine the dates that define an economic cycle, the NBER examines a set
of macroeconomic indicators (GDP, employment, income, and sectoral variables).
That is, this institution conceives economic activity from a holistic view.

Also, NBER considers an expansion to be a period from the lowest point of
economic activity to the next highest point. Similarly, a contraction (recession)
starts from the peak of economic activity and ends at the trough. It should be added
that for this agency, a recession is not defined as the reduction of real GDP in two
consecutive quarters, but rather that said institution conceives that a recession is the
significant reduction of economic activity in the vast majority of economic sectors,
which could last several months. This contraction should be seen in real GDP, real
income, employment, industrial production, and wholesale and retail sales.?

Table 1.1 shows the 33 business cycles identified by NBER. Each is associated
with its start and end date according to the two approaches used to measure the
business cycle length. The first of these approaches counts the number of months
between two peaks in economic activity. The second approach counts the number
of months between two minimum points of economic activity.

Three conclusions can be drawn from Table 1.1. The first is that between 1854
and 2009, the US economy has experienced 33 cycles. Dividing the sample into
three segments, two before World War II and one after, we have the following: the
United States, between 1854 and 1919, has experienced 16 cycles; between 1919
and 1945, that is, between the First and Second World War, there are six cycles, and
between 1945 and 2009 (post-World War II), there are 11 cycles.

The second conclusion is that the average time that a cycle lasts is approximately
five years in the entire sample. However, the cycles before the Second World War
lasted about four years, while after that, their duration rose to 6.

Finally, the third conclusion is that the average expansion time is approximately
three years, and the contraction time is one and a half years for the 33 cycles.
However, these numbers change when we consider World War II as the turning point
in the sample. Before this world conflict, the expansion lasted 2.4 years, while after
this, the expansion doubled, reaching up to approximately five years. Similarly, with
the time of the contraction, before the Second World War, the recession lasted about
two years, while after this event, the recession reached approximately one year.

Figure 1.1 illustrates the last two business cycles of the US economy since 1988,
as determined by the NBER. It can be seen that both approaches to measuring the
business cycles described above consider approximately the same number of months
that a business cycle lasts. Likewise, from mid-2007 to 2016, a cycle has not been
completed.

[B] Stylized Facts Related to Economic Growth In the existing literature on
economic growth, there is a large set of stylized facts. These empirical regularities
usually encompass the behavior of accounting for the growth of physical capital, the

2 For more detail, see http://www.nber.org/cycles/cyclesmain.html. In particular, see http:/www.
nber.org/cycles/sept2010.html.
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Table 1.1 Dates of economic cycles in the United States (1854-2009)

Month year Duration (months)
Maximum point (MP) Minimum point (mp) PM a PM pm apm Cycle
December 1854
June 1857 December 1858 48 Cycle 1
October 1860 June 1861 40 30 Cycle 2
April 1865 December 1867 54 78 Cycle 3
June 1869 December 1870 50 36 Cycle 4
October 1873 March 1879 52 99 Cycle 5
March 1882 May 1885 101 74 Cycle 6
March 1887 April 1888 60 35 Cycle 7
July 1890 May 1891 40 37 Cycle 8
January 1893 June 1894 30 37 Cycle 9
December 1895 June 1897 35 36 Cycle 10
June 1899 December 1900 42 42 Cycle 11
September 1902 August 1904 39 44 Cycle 12
May 1907 June 1908 56 46 Cycle 13
January 1910 January 1912 32 43 Cycle 14
January 1913 December 1914 36 35 Cycle 15
August 1918 March 1919 67 51 Cycle 16
January 1920 July 1921 17 28 Cycle 17
May 1923 July 1924 40 36 Cycle 18
October 1926 November 1927 41 40 Cycle 19
August 1929 March 1933 34 64 Cycle 20
May 1937 June 1938 93 63 Cycle 21
February 1945 October 1945 93 88 Cycle 22
November 1948 October 1949 45 48 Cycle 23
July 1953 May 1954 56 55 Cycle 24
August 1957 April 1958 49 47 Cycle 25
April 1960 February 1961 32 34 Cycle 26
December 1969 November 1970 116 117 Cycle 27
November 1973 March 1975 47 52 Cycle 28
January 1980 July 1980 74 64 Cycle 29
July 1981 November 1982 18 28 Cycle 30
July 1990 March 1991 108 100 Cycle 31
March 2001 November 2001 128 128 Cycle 32
December 2007 June 2009 81 91 Cycle 33

Source: NBER (National Bureau Economics Research) [hacer un update]

proportion of factors in national income, and human capital, among other relevant
variables (Jones 2016). Within these facts, there are the so-called classics proposed



1.2 Business Cycles 7

5% Suly 1990 March 2001 December 2007

1st CYCLE
(Max Pt to Max Pt) 2nd CYCLE
[Max Pt to Max Pt]

From July 2007 to December 2016,
& cycle has not been completed

3%

1%
-1%

-3% 2nd CYCLE H
1st CYCLE [Min Pt ta Min Pt} 1
Min Pt to Min P1] '
March 1991 November 2001 June 2007

-5%
Sep-88 Sep-90 Sep-92 Sep-94 Sep-96 Sep-98 Sep-00 Sep-02 Sep-04 Sep-06 Sep-08 Sep-10 Sep-12 Sep-14 Sep-16

Fig. 1.1 Cyclical component of GDP per capita (1988.3-2016.4). This series has been obtained
by applying the HP filter to GDP per capita with a smoothing parameter A = 1600 (Source: U.S.
Bureau of Economic Analysis, “Table 1.1 Real Gross Domestic Product, Chained Dollars” (GDP
in billions of US$ of 2009). In addition, the population has been obtained from “Table 7.1. Selected
Per Capita Product and Income Series in Current and Chained Dollars”)

by Kaldor (1961) and Kaldor (1963), who, in his/her opinion, suggested six stylized
facts,3 which are described below:

HE-1: Per capita production grows over time and its growth rate is not decreasing.

HE-2: Physical capital per capita grows over time.

HE-3: The rate of return on capital is relatively constant.

HE-4: The capital-output ratio is relatively constant: K;/Y; = constant.

HE-5: The shares of labor and physical capital in national production are relatively
constant: ”YIT(’ = constant and w’T’L’ = constant.

HE-6: The growth rate of GDP per capita is different between countries.

HE-1 Kaldor’s first stylized fact concerns the per capita growth rate of GDP.
Looking at the data between 1930 and 2015, it can be inferred that the average
annual growth rate of real GDP per capita is 2.2%. From the analysis sample, it
can be seen that, between the early 1930s and the mid-1940s, real GDP per capita
growth has been very volatile, ranging from about —13% to 17%. This is because
this period was characterized by the effects of the economic crisis of 1929 and the
Second World War. After this last event, the GDP per capita growth data has shown
greater stability. In fact, between 1947 and 2015, the average annual growth rate of
real GDP per capita was approximately 1.9% (see Fig. 1.2). In fact, in the mentioned
period, the standard deviation of this variable is 2.4%, significantly lower compared
to the period 1930-1946 (std. dev. = 10%).

3 These stylized facts are usually mentioned in books on economic growth. An example of this is
the book by Barro et al. (2009).
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Fig. 1.2 HE-1| Annual growth rate of real GDP per capita (1930-2015). Real GDP is expressed
in two ways: the first is in billions of 2009 US$ and the second in quantity index (2009 = 100).
In levels, both approaches are different; however, when converted to annual growth rate, both
approaches give the same number. To construct the GDP per capita, the real GDP (in billions
of US$ of 2009) and the population (in thousands) have been considered (Source: U.S. Bureau
of Economic Analysis, “Table 1.1.6. Real Gross Domestic Product, Chained Dollars” (GDP in
billions of US$ of 2009). In addition, the population has been obtained from “Table 7.1. Selected
Per Capita Product and Income Series in Current and Chained Dollars”)

HE-2 Kaldor’s second stylized fact refers to the per capita growth rate of physical
capital. To analyze this variable, it is necessary to define the stock of capital.
This section follows Burnside et al. (1996), who define capital stock from a
broad perspective (fixed asset components plus durable goods). Under the previous
premise, Fig. 1.3 shows the evolution of the growth of capital per capita between
1930 and 2015. A main idea emerges from this figure: just like the GDP growth rate
per capita, the per capita capital growth is stable after World War II with an average
value of 1.8%. This confirms Kaldor’s second stylized fact.

HE-3 Kaldor’s third stylized fact indicates that the rate of return on capital is
relatively constant. In this context, the Bureau of Labor Statistics (BLS) estimates
the rental price of capital, which represents the rental cost of capital (as known in
general equilibrium macroeconomic models). Estimated data for this variable are
available from 1987 to 2014 with an annual frequency. In addition, the variable is
estimated for various levels of the manufacturing and nonmanufacturing industry.
However, it is worth mentioning that this estimate is not available for the US
economy as a whole.

Observing the data for four industrial sectors (timber, machinery, transport
equipment, and electronic equipment), it can be inferred that the capital rental
interest rate oscillates, on average, between 12% and 14% during the period between
1987 and 2014 (see Fig. 1.4). If the average of the 18 industrial sectors between
1987 and 2014 is considered, the capital rental interest rate is approximately 13%.
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Fig. 1.3 HE-2| Annual growth rate of the real capital stock per capita (1930-2015). The capital
stock is expressed under the concept of Burnside et al. (1996). The population is expressed in
thousands and considers the entire economy (Source: U.S. Bureau of Economic Analysis, “Table
1.2. Chain-Type Quantity Indexes for Net Stock of Fixed Assets and Consumer Durable Goods”
(Capital stock). In addition, the population has been obtained from “Table 7.1. Selected Per Capita
Product and Income Series in Current and Chained Dollars”)
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Fig. 1.4 HE-3| Rate of return on capital by the industrial sector (1987-2014) (Source: Bureau of
Labor Statistics (BLS), www.bls.gov/mfp)

Kaldor observed that this interest rate is constant over time, which would imply that
in a more extended sample of observations, the interest rate shows the behavior of
reversion to the mean.


www.bls.gov/mfp
www.bls.gov/mfp
www.bls.gov/mfp
www.bls.gov/mfp
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HE-4 To assess whether Kaldor’s fourth stylized fact holds up to the present, the
capital/output ratio has to be constructed. To do this, first of all, it must be defined
what is considered as stock of real physical capital. Second, GDP must be obtained
in real terms. Finally, proceed to divide both economic aggregates. It should be
mentioned that this ratio is constructed with annual variables expressed in real terms.

Capital Stock There are different ways of conceiving the capital stock (Jones 2016).
Three approaches are considered in this section. The first explains that the stock
of capital is only private nonresidential fixed assets, which contain equipment,
structures, and intellectual property. The second approach considers that the capital
stock encompasses not only private nonresidential fixed assets but also government
nonresidential fixed assets. The third approach is based on Burnside et al. (1996),
who consider that the sfock of capital is the sum of four components, three related to
fixed assets and one to the consumption of durable goods: (1) fixed assets in private
equipment and structure, (2) private residential fixed assets, (3) public residential
and nonresidential fixed assets, and (4) consumer durables. It should be emphasized
that all these concepts are in real terms (quantity index) and can be found in U.S.
Bureau of Economic Analysis, “Table 1.2. Chain-Type Quantity Indexes for Net
Stock of Fixed Assets and Consumer Durable Goods”.

With the previous definitions of the stock of capital and the real GDP, the
capital/output ratio is constructed, which is shown in Fig. 1.5. Two essential ideas
emerge from this graph: the first is that the capital/output ratio has been relatively
constant since the Second World War (1947-2015), which is consistent with
Kaldor’s suggestion. Thus, for example, the ratio (considering that the stock of
capital is only nonresidential private fixed assets) is close to one. Under the second
capital approach, this ratio is 2.2, and under Burnside et al. (1996) conception, the
capital stock is six times the real GDP. The second idea is that among the three
capital approaches, the first allows for obtaining a much more stable capital/output
ratio compared to the other two. This is verified when comparing the sample
standard deviations between the years 1947 and 2015:

Table 1.2 Descriptive statistics of the cyclical component of the series for the United States
(1954.1-2015.4)

Volatility (est. Relative Correlation
Variable dev. %) volatility Autocorrelation | with GDP
GDP 1.52 1 0.85 1
Consumption 0.81 0.53 0.88 0.82
Investment 5.95 391 0.83 0.93
Stock of capital | 0.26 0.17 0.96 0.08
Hours 1.86 1.23 0.91 0.87
Employment 1.56 1.03 0.93 0.8
Real wage 0.96 0.63 0.69 0.22

Productivity 0.94 0.62 0.79 —0.1
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Fig. 1.5 HE-4| Capital Stock Ratio (real)/GDP (real). GDP and the stock of capital are expressed
in real terms (quantity index, 2009 = 100) (Source: U.S. Bureau of Economic Analysis, “Table
1.2. Chain-Type Quantity Indexes for Net Stock of Fixed Assets and Consumer Durable Goods”
(Stock de Capital) y “Table 1.1.3. Real Gross Domestic Product, Quantity Indexes” (GDP))

O Approach-1(= 4%) < UApproach»2(= 21%) < O Approach-3(= 32%)

However, a better interpretation of the degree of burden than that suggested by the
standard deviation is the coefficient of variation (CV = standard deviation/mean),
which expresses the standard deviation as a percentage of the mean. For the correct
application of this statistic, it is required that all the values of the series be positive,
which is true for this case. The coefficient of variation is shown below:

CVApproach—l(= 4%) < CVApproach—?a (=5%) < CVApproach—Z (= 10%)

This statistic suggests that the first and third approaches are very similar in terms
of variability; however, both are far removed from the variability of the second
approach.

HE-5 This stylized fact refers to the share of labor and capital in national income.
Figure 1.6 shows that the share of both factors in national income has been relatively
stable. For example, in the case of capital, the average share between 1948 and 2014
was 33.7%. For work, this is equal to 66.3%. These values are important because,
as you will see in the course of the book, the Cobb-Douglas production function
suggests that the capital share is constant and equal to the exponent of capital in the
production function. Under the standard calibration process in RBC models, it can
be considered that the said exponent is equal to 33.7%, which is observed in the
data.
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Fig. 1.6 HE-5| Participation of factors in the National Income (1948-2014). GDP and the
stock of capital are expressed in real terms (quantity index, 2009 = 100) (Source: Bureau of
Labor Statistics, Multifactor Productivity Trends, “Private Business Sector” (www.bls.gov/mfp/
mprdload.htm, Historical Series))
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Fig. 1.7 Long-run relationships between GDP, consumption, investment, and government pur-
chases (Source: Bureau of Economic Analysis, “Table 1.1.6. Real Gross Domestic Product,
Chained Dollars™)

In addition to Kaldor’s stylized facts, in the existing literature, there is a
set of long-run relationships between GDP, consumption, and investment (Stock
and Watson 1999), called “balanced growth relationships.” These are important
because they serve as input in the calibration process of the RBC models, especially
in the steady-state relationships.

Figure 1.7 shows the consumption-GDP, investment-GDP, and government
purchases-GDP ratios. It can be seen that the average value of each ratio between
1947 and 2016 is 63%, 14%, and 26%, respectively. An important feature of the
evolution of these ratios is that the government’s share has slowly declined over
time. On the other hand, consumption and investment have gained participation in
the GDP. However, these ratios show certain stability for the same time window.


www.bls.gov/mfp/mprdload.htm
www.bls.gov/mfp/mprdload.htm
www.bls.gov/mfp/mprdload.htm
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[C] Business Cycle Stylized Facts One of the main references regarding business
cycle stylized facts is the research by Stock and Watson (1999)* under the title
“Business Cycle Fluctuations in US Macroeconomic Time Series.” In this article, the
authors examine the cyclical properties of 71 quarterly economic variables, which
are grouped into eight categories: sectoral employment, national accounts, aggregate
employment, productivity, and capacity utilization, prices and wages, asset prices,
monetary aggregates, leading indicators, and international products.

These authors’ sample period of analysis corresponds to the data after the Second
World War (1947-1995). This is mainly due to two reasons: the first is that the US
economy is very different before World War II in terms of technology, institutions,
production of goods, and services, among other characteristics. The second is
due to the quality of the data before this world conflict occurred, which could
generate problems of comparability of the variables throughout the entire sample.
Moreover, the authors use this period to show the variables’ evolution graphically.
Still, in calculating the statistics (standard deviation, correlation [dynamic], and
autocorrelation), they focus on the postwar period between the United States and
Korea. They thus consider the data between 1954 and 1995.

Another important aspect is that Stock and Watson used the Baxter and King
(1993) filter (band-pass filter) to obtain the cyclical component of the 71 variables.
Stock and Watson (1999) suggest that an ideal filter preserves the cyclic component
and eliminates the other fluctuations (high and low frequencies). However, as
DeJong and Dave (2011) (Chap. 3) point out, the ideal filter cannot be implemented
because it requires an infinite number of observations of the series prior to applying
the filter. In the case of the Baxter and King filter, which approximates the ideal
filter, the cyclical component has a periodicity of between six quarters and eight
years. The advantage of this filter is that it essentially eliminates high-frequency
(less than six quarters) and low-frequency (greater than eight years) fluctuations.
In contrast to this filter, the one proposed by Hodrick and Prescott (1981) does not
prevent high-frequency fluctuations from being part of the cyclic component.

It should be mentioned that throughout this book, the filter used is that of Hodrick
and Prescott. This is because research at the RBC school has primarily used this
methodology. Furthermore, and despite its weaknesses, this filter is still used in the
existing literature due to its simplicity.

This section will show the stylized facts of eight real variables: GDP, consump-
tion, investment, capital stock, total hours, employment, real wages, and (labor)

4 Another essential reference is the work from Kydland and Prescott (1990). These authors showed
the cyclical regularities of a set of real and nominal variables. The analysis sample corresponds
to data after the war between the United States and Korea (1950-1953), from 1954 to 1989. The
main difference concerning Stock and Watson’s research is that Kydland and Prescott used the
Hodrick and Prescott filter to obtain the cyclical component of the variables. Another investigation
with emphasis on the stylized facts in the cyclical component of the variables related to the labor
market is that of Kydland (1995).
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productivity. These variables are found in logarithms and quarterly frequency (they
are not expressed in per capita terms).

[C.1] Construction of the Macroeconomic Series Before obtaining the cyclical
component of each variable and calculating the statistics, it is necessary to define
each of the variables and identify the sources of information. The following
paragraphs detail how each variable is constructed (when necessary) and the source,
which is usually the Economic Analysis Agency (BEA).

Gross Domestic Product (GDP) and Consumption The GDP is in real terms
(billions of US$ of 2009). On the other hand, consumption is calculated as the sum
(in real terms) of the consumption of nondurable goods and the consumption of
services:

C Cyervice
Real consumption = —ond 4 Zservices (1.1)

IPnp I Pg

where Cp,q is personal consumption spending on nondurable goods and Cyeryices
is personal consumption spending on services. Furthermore, these expenditure
components are in nominal terms, and to transform them into real terms, it is
necessary to deflate them by the respective price index. In this way, the consumption
of nondurable goods is deflated by the price index of nondurable goods (I Pyp).
The same procedure is applied for services whose price index is I Pg. It is worth
mentioning that each price index must be divided by 100.

Investment 1t is calculated as the sum of real private investment and consumption
of durable goods (in real terms):

Real investment = Invy, + —— (1.2)

where Inv,, is gross domestic private investment (in real terms) and Cpq is
consumption of durable goods (in nominal terms), which is deflated by the durable
goods’ price index (I Pyp). Like consumption, each price index is divided by 100.

Figure 1.8 shows the evolution of GDP, consumption, and investment, all in real
terms and natural logarithms. From the evolution of these three variables, it can be
seen that investment is more volatile than GDP and consumption. It is necessary to
mention that the sample considered for the graphs and statistics comprises between
the first quarter of 1954 and the fourth quarter of 2015. The war period between the
United States and Korea is not considered, as Stock and Watson (1999) did.

Capital Stock As mentioned in the previous lines, this section considers Burnside
and Eichenbaum (1996) concept of capital stock. The available data of the said
stock are in annual frequency. However, it is necessary to “extrapolate” these data
to a quarterly frequency to calculate the statistics of the cyclical component. For
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Fig. 1.8 GDP, consumption, and investment (1954.1-2015.4). The variables are in natural log-
arithms with a quarterly frequency. Consumption considers nondurable goods and services. The
investment includes private investment and consumption of durable goods (Source: Bureau of
Economic Analysis, “Table 1.1.6. Real Gross Domestic Product, Chained Dollars” (GDP-Private
investment); “Table 2.3.5. Personal Consumption Expenditures by Major Type of Product”; “Table
2.3.4. Price Indexes for Personal Consumption Expenditures by Major Type of Product”)

example, to calculate the dynamic correlation with GDP or investment, since these
variables are in quarterly frequency, capital must be in the same frequency. In this
context, Levy and Chen (1994) suggest four methods of constructing a quarterly real
(net) capital stock series.

The first method is a linear interpolation of the annual series. The idea is to
construct the quarterly values along a segment that connects two consecutive yearly
observations. Formally:

Kij=Ki—1+k;j i=1948,1849,..2015 (years) j =1,2,3,4 (quarters)
(1.3)
In Eq. (1.3), K;,; represents the stock of capital for quarter *j” of year “i.”” For
example, K948 is the stock of capital for the first quarter of 1948. Also, K;_1 is
the stock for the previous year that, in this example, it would represent the stock of
capital for 1947. On the other hand, k; is the factor of stock of additional capital per
quarter, which is calculated as follows:

Ki—Ki—1
e R o

kj=—— (1.4)
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Fig. 1.9 Real quarterly (net) capital stock (1954.1-2015.4). The quarterly series has been obtained
by the linear interpolation method, considering the capital stock of 1947 as the starting point
(Source: Bureau of Economic Analysis, “Table 1.2. Chain-Type Quantity Indexes for Net Stock
of Fixed Assets and Consumer Durable Goods”)

Because it is linear interpolation, the arithmetic ratio is simply the difference of
two consecutive annual capital stocks divided by the number of quarters (points).
Under this assumption, the calculation of the sfock of capital for the first quarter
will be equal to the stock of the initial capital (from the previous year) plus the said
arithmetic ratio. For the second quarter, it will be the stock of the initial capital (from
the previous year) plus twice the arithmetic ratio and so on until reaching the stock
of the final capital (annual). This calculation logic is reflected in Eq. (1.4). It should
be noted that this method is used in this chapter to “build” the quarterly net capital
stock series (see Fig. 1.9).

The second method uses the relationship between the capital stock, depreciation,
and (real) investment, reflected in the capital equation of motion to estimate the
depreciation rate (assumed to be constant throughout the year, but intertemporally
distinct). Then, based on this depreciation rate and the quarterly investment (which
is available), the quarterly capital stock is estimated. This exercise is carried out
each year. The method follows these steps: first, the law of movement of capital is
written for each quarter of a specific year (Egs. (1.5) to (1.8)).

Kiit=0-86)K,—1+ 13 (1.5)
Kio=0-38)Ki1+ Iin (1.6)
Kiz=0-38)Ki2+ 13 (L.7)

Kia=0-06)Ki3+ I (1.8)
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where K 4 is the capital stock for the next year (K;) and K;_; is the capital stock
of the previous year. After defining the quarterly equations, the second step is to
recursively replace Eq.(1.5) into (1.6), the latter into (1.7), and finally the latter
into (1.8). This recursive substitution allows obtaining a fourth-degree equation
where the variable is the depreciation rate, which can be solved by some method
of nonlinear equations such as “Newton’s method.” Finally, as a third step, once
the depreciation rate is known, it is replaced in Egs. (1.5) to (1.8) and the quarterly
capital sfock is obtained. This procedure must be carried out for each year so that
the quarterly time series of the stock of capital can be obtained.

The third method suggests that, instead of estimating the depreciation rate, the
quarterly depreciation amount should be estimated directly by linear interpolation
of the annual depreciation series. Given this calculation, the quarterly capital stock
is calculated under the “capital movement equation” (given that the quarterly
real investment is known). Finally, the fourth method assumes that the quarterly
depreciation is simply the annual depreciation divided by four. With this, in a similar
way to the third method, the quarterly capital stock is calculated.

Total Hours and Employment Total hours worked and employment (jobs) are
obtained from the database of Valerie Ramey. She has compiled quarterly employ-
ment data based on the Bureau of Labor Statistics (BLS) information. Ramey has
two main aggregates of the series of hours worked: the total of the economy and
the business sector that does not include farming (nonfarm business [all persons]).
For calculating the statistics, this last concept of “hours worked” will be taken into
account. This variable is found every quarter, but at an annualized level; it considers
the total hours worked in a year. The calculation form is as follows:

Hours; = UE; x U H; * [52 weeks/year]/1000 (1.9)

where Hours; is the number of hours “annual” of quarter “t.” For its calculation, the
average number of jobs (jobs) during the quarter (U E;) is multiplied by the average
weekly hours worked during the quarter (U H;). This number is multiplied by the
number of weeks in a year (52). Concerning employment, similarly to total hours
worked, the business sector that does not include farming (nonfarm business [all
persons]) is considered.

Real Wage and Productivity (Labor) The real wage, as well as the number of hours
worked and employment, is calculated for the business sector that does not include
cultivation. Also, it represents actual hourly compensation as an index 2009 =100.
On the other hand, (labor) productivity is calculated as the ratio between real GDP
and the total number of hours. Figure 1.10 shows the evolution of the natural
logarithm of the variables associated with the labor market.

[C.2] Separation of the Cyclical Component of the Variables To extract the
cyclical component of the eight macroeconomic variables, the filter of Hodrick and
Prescott (1981) is used. Figure 1.11 shows the trend component of real GDP. Its
cyclical component is the difference between the value of the variable in levels (real
GDP) and the trend component (obtained by the HP filter).
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Fig. 1.10 Macroeconomic series (1954.1-2015.4). The total number of hours (billions of hours
worked) and employment (millions of jobs) correspond to the sector nonfarm business (all
persons). The real salary (index 2009 = 100) is the real compensation per hour. Productivity
(labor) is the ratio between real GDP and total hours worked (productivity = GDP/H). All variables
are in logarithms (Source: The total hours and employment have been obtained from the data
of Valerie Ramey (http://econweb.ucsd.edu/~vramey/). The real wage is obtained from Federal
Reserve Bank of St. Louis, “Nonfarm Business Sector: Real Compensation Per Hour, Index
2009 = 100, Quarterly, Seasonally Adjusted”)

Figures 1.12 and 1.13 show the cyclical component of the eight variables and
compare them with the cyclical component of GDP. The idea of this first comparison
is to understand the volatility of the variables and their movements with the GDP.
Some observations emerge from this graphical analysis:

[Obs1] The cyclical component of GDP seems to be less volatile during the second
half of the 1980s,’ the entire decade of the 1990s, and part of the first five years
of the new millennium. This phenomenon is called “The Great Moderation” and
was coined by Stock and Watson (2002). These authors found that the volatility
of the annual GDP growth rate between 1960 and 2001 (std. dev.=2.3%) is
greater than the volatility between 1990 and 2001 (std. dev.=1.5%). One of
his/her main findings was that the reduction in volatility was found in the rate of
GDP growth and throughout the entire economy. In other words, the growth of

5 McConnell and Perez-Quiros (2000) were the ones who found the first indication of this
“moderation,” but they only indicated that the reduction in volatility was focused on the production
of durable goods. Likewise, these authors found that the structural break in which volatility began
to moderate was in the first quarter of 1984. Stock and Watson (2002) confirmed this finding with
certain differences.
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Fig. 1.11 US real GDP and trend component (1954.1-2015.4). The trend component has been
obtained by applying the HP filter to the variables in logarithm (per capita) with the smoothing
parameter A = 1600

employment, consumption, and sectoral GDP also showed a significant reduction
in their volatility in the same period. These findings initiated a body of research to
explain the sources of this “moderation” (e.g., Davis and Kahn 2008).

[Obs2] Consumption appears to be less volatile than GDP but seems to be strongly
(positively) correlated with output.

[Obs3] Investment seems to be more volatile than GDP. In addition, it is more
volatile than consumption. Between observations 2 and 3, it is concluded that
Oinvestment > OGDP > Oconsumption» Where o represents volatility.

[Obs4] The stock of capital seems to have very little volatility compared to GDP
and also appears to have little correlation with output.

[ObsS] Total hours seem to be a bit more volatile than GDP and have a high
correlation with output.

[Obs6] Employment appears to be as volatile as GDP and to have a positive
correlation with this variable. Also, employment is almost as volatile as the number
of hours.



20 1 An Overview of RBC Models
0.04 T T 0.04 T T T T T
Ln(GDP) — - —Ln(GDP) In(Consumption)
0.03 4 0.03 | ' 4
1
0.02 0.02 1
0.01 0.01
0 0
-0.01 -0.01
-0.02 -0.02
1
-0.03 -0.03
-0.04 -0.04
-0.05 -0.05
1960 1970 1980 1990 2000 2010 1960 1970 1980 1990 2000 2010
0.15 0.04
= = Ln(GDP) In(Investment) - - ‘-LngGDP)— In(Capital Stock)
01 0.03 . wor
002} i N
0zra R T ] ]
0.05 | \ " Wk
0.01 :lfl ?" e b A
I [ I | 1 LN
of|* oY wam, N\
0 X WA N/t \ J\u
”‘l‘l VU W e ! iy
-0.05 -0.01 : n ] |ul ll'\, i K V Y
[} ’ A )
-0.02}1 ::I' oo T
—0.1 N ] P! 1 [}
003} 1y i ‘
0.15 ' ;o
-0. —0.04f * "
1
-0.2 -0.05

1960 1970 1980 1990 2000 2010 1960 1970 1980 1990 2000 2010
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[Obs7] Real wage volatility seems to have increased over time. Furthermore,
between 1954 and mid-1980, the volatility of real wages appears to be much less
than that of GDP. However, from the second half of 1980 to 2015, the volatility of
real wages and GDP are very close.

[Obs8] Labor productivity appears to have lower volatility than GDP.

[C.3] Calculation of the Statistics Table 1.2 summarizes the main statistics of the
cyclical component of the macroeconomic variables, which complements what is
observed graphically. Some conclusions can be drawn from these calculations.

First of all, investment shows greater volatility (5.5%) than the other variables.
Likewise, it can be seen that its volatility is greater than that of GDP (1.52%), and,
in turn, this is greater than that of consumption (0.81%). On the other hand, the
variable that has less volatility is the stock of capital (0.26%); that is, this variable
is more stable than the others. Regarding the labor market variables, it is observed
that total hours worked and employment have volatility very close to that of GDP.
However, employment has less volatility than the number of hours worked (1.56%
vs. 1.86%). This suggests that the business cycle manifests itself in the labor market,
as Cooley and Prescott (1995) mention.
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‘When comparing the volatility of the real salary with that of the hours worked and
employment, it is concluded that the real salary is less volatile than these variables;
even the volatility of the real salary represents 50% of the volatility of the total hours
and the 60% of employment. In RBC models, this stylized fact could be (partially)
captured under the assumption of a highly elastic labor supply. However, as we will
see in Chapter 6 (Hansen 1985), microeconomic data suggest that such elasticity
is low. Given this, Hansen (1985) developed an extension of the basic RBC model
with which he/she partially overcame this weakness.

Second, the volatility of an investment is approximately four times that of GDP,
and that of capital is 0.17 times that of GDP. This suggests that although investment
can be highly volatile due to the behavior of investors, the accumulated capital stock
behaves smoothly over time. Moreover, the volatility of an investment is 22.8 times
that of capital.

Third, although the sfock of capital has low volatility, this variable has a high
persistence reflected in its autocorrelation (0.96). In general, all the variables, except
real wages and productivity, show persistence levels above 0.8. Even hours worked
and employment exceed 90% autocorrelation. It should be noted that real wages
and productivity show similar volatilities (0.96% vs. 0.94%) and relatively close
autocorrelations (0.69 and 0.79).



22 1 An Overview of RBC Models

Sample data (Right axis) M Corr(GDP, Labor Productivity) (Left axis)
15% 1000
The correlation between the (cyclical
component of) GDP and labor productivity |- gog
10% has decreased over time. Moreover, it has

gone from being procyclical to being

59 countercyclical. 800
5%

TTTHTTTT
% 1 J . - W )

- I I I 600

o I 50
-10% [ 400

300

X

o

S

-15%

200
-20% 4
Al 100

-25% 0
1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012 2014

Fig. 1.14 Correlation between GDP (cyclical component) and labor productivity (cyclical com-
ponent) (1954.1-2015.4)

Fourth, it is observed that consumption, investment, hours worked, and employ-
ment are highly procyclical (correlation with GDP greater than 0.8). On the other
hand, it is appreciated that the stock of capital is eventually acyclic since it presents
a correlation with the GDP close to zero (0.08). Likewise, the real wage is slightly
procyclical (correlation with GDP of 0.22).

In fifth place, it is observed that the correlation between GDP and labor produc-
tivity is negative (—0.1); that is, this suggests that productivity is countercyclical. In
the first instance, this result seems counterintuitive, since RBC models have usually
considered labor productivity to be procyclical. However, recent studies suggest
that the correlation between GDP and labor productivity has declined and has even
become negative. The first study to show this “new” feature of the US business
cycle was conducted by Stiroh (2009), under the title “Volatility Accounting: As
Production Perspective on Increased Economic Stability.” This research started
an academic discussion about the possible factors that explain this behavior (for
example, Gali and van Rens (2010) and Fernald and Wang (2016)).

Figure 1.14 shows the correlation of the cyclical component of real GDP with the
cyclical component of labor productivity. Each correlation value is calculated from
the first quarter of 1954 to the fourth quarter of the year shown on the horizontal axis.
For example, the value of 7% that appears in 1980 (first blue bar) has been calculated
considering the sample from 1954.1 to 1980.4. Similarly, the value associated with
1982 (greater than 10%) has been calculated with the 1954.1-1982.4 sample.

This figure clearly shows how the correlation between both variables has
decreased over time. This behavior can be separated into four stages: the first is
in the 1980s when said correlation reached an average value of 10%. The second
stage is in the 1990s, in which the said correlation showed a first reduction (average
value of 5%) but maintained the procyclical behavior. The third stage takes place
in the first five years of the new millennium where the correlation reaches values
close to zero (2% on average). Finally, the last stage between 2006 and 2015 shows
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that the correlation maintains negative levels; that is, labor productivity presents a
countercyclical behavior.

1.3 Historical Perspective of the RBC Theory

1.3.1 Overview of Schools of Economic Thought

Figure 1.15 outlines the evolution of macroeconomic theory from a historical point
of view. This figure is not exhaustive in considering all currents of economic
thought; however, it presents an overview of economic schools.

At least three momentous economic crises have marked the twentieth century
and the beginning of the twenty-first century. The first manifested itself in 1929
with the New York Stock Exchange crash, whose effects were global and persistent.
This crisis was called the Great Depression. This event had at least two important
impacts: the first is that it showed the weakness of the neoclassical school to explain
this phenomenon. Likewise, the said school could not provide a solution to this
crisis. The second effect is that the Keynesian school emerged as an alternative to
explain this crisis and propose some economic policies to mitigate its effects.

The Keynesian School originated with Keynes’ General Theory in 1936. In this
research, Keynes offered an interpretation of the Great Depression and a solid
theoretical framework with a strong argument for state intervention in the economy.

One of Keynes’ central ideas was that the market economy is inherently unstable.
The said instability causes situations where the level of activity falls below full
employment without the market being able to recover independently. This situation
produces a level of unemployment that, according to Keynes, has an involuntary
character, reflecting an insufficient level of demand. Since the market does not
guarantee a return to equilibrium, Keynes suggests that economic policy can correct
this aggregate instability to bring the economy to full employment. This contrasts
with the fundamental pillar of the neoclassical paradigm: “the automatic tendency
towards full employment.”

Other important ideas in the Keynesian revolution are as follows: [1] the
dependence of the level of activity and the level of employment on effective demand;
[2] the crucial role that expectations play in a world of uncertainty (animal spirits);
[3] the conception of markets as rigid and imperfect mechanisms, so there is no
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Fig. 1.15 Historical development of schools in macroeconomics
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continuous emptying of them; and [4] the essential role assigned to economic policy,
aimed at influencing effective demand of the economy. Some of these elements
were operationalized, in a certain sense, in the IS-LM model elaborated by Hicks
(1937), Hansen (1949), and Hansen (1953). Keynes’ main ideas and the IS-LM
model formed the basis for what is known as “The Neoclassical Synthesis,” which
dominated economic theory during the 1950s and 1960s.

The Neoclassical Synthesis, a term proposed by Samuelson (1955), reconciled
the neoclassical approach with the Keynesian approach. Between 1950 and 1970,
the idea that the neoclassical model was relevant for microeconomic issues and the
analysis of economic growth, while the Keynesian model was the most suitable
for short-term analysis was accepted in academia. It should be noted that the
Neoclassical Synthesis has three main elements: the IS-LM model for a closed
economy, the IS-LM model for an open economy, and the Phillips curve. This
school of thought dominated macroeconomic theory between 1950 and 1970 until
the second crisis of the twentieth century.

The second crisis of the twentieth century was associated with the oil price. In
1973, OPEC (Organization of Petroleum Exporting Countries) decided to restrict
oil exports to countries that supported Israel in the war called Yom Kippur,
which took place in October 1973. This decision affected the United States and
some European countries. The restriction in the production increased its price.
Since the industrialized countries of that time depended heavily on oil, they were
forced to reduce their production of goods, which finally increased prices. High
unemployment and high inflation, a joint phenomenon known as stagflation, was
the characteristic of this crisis.

This crisis exposed at least two main weaknesses of the Neoclassical Synthesis.
The first weakness was in the theoretical field and referred to the fact that this school
could not explain stagflation. This is because the Phillips curve only considered an
inverse relationship between unemployment and inflation; however, in the crisis
of 1970, it was observed that both increased. The second weakness is in the
methodological field, which mentions that the said school did not consider rational
expectations in its modeling (Criticism of Lucas). All this led to a distrust of the
economic policy recommendations of the Keynesian synthesis and gave rise to
the resurgence of neoclassical ideas under a new approach called new classical
economics (NEC), led by Robert Lucas.

The novelty of the NEC was that this school proposed a new way of doing
macroeconomics. The NEC argued that macroeconomic models were built from
the behavior of rational agents, which optimized their decisions in a stochastic and
dynamic environment. This was contrary to the Neoclassical Synthesis approach,
where there was no optimization, and the models were usually static. Furthermore,
the NEC assumes that the models are Walrasian because the markets were in
equilibrium at all times. These models incorporate an aggregate supply based on two
orthodox microeconomic assumptions: the rational decisions made by workers and
firms in terms of their optimizing behavior and, second, that the labor supply and the
level of production of firms depend on relative prices (Lucas 1972, 1973). Likewise,
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the NEC in its modeling considers rational expectations and thus overcomes Lucas’
criticism.

On the other hand, the NEC rests on three sets of assumptions, mainly. The
first is concerning the behavior of agents: they are assumed to be rational in the
sense that they optimize their utility/profit function subject to certain constraints.
In addition, it uses the representative agent assumption and assumes that agents are
not carried away by the monetary illusion; that is, they make their decisions based
on real variables. Also, expectations are rational because all available information
is used and no systematic errors are made. Finally, the information is not always
complete. It is used optimally and is not asymmetrical, eliminating the problems of
adverse selection or moral hazard.

The second set of assumptions is regarding the characteristics of the markets:
it is assumed that there is perfect competition in all markets and that markets are
continually clear given price flexibility. The third set of assumptions refers to the
methodological issues: the models must have a strict microeconomic foundation,
and the expectations must be introduced in a way that is consistent with the
model (rational expectations). In addition, the models must be dynamic and general
equilibrium and must overcome the Lucas critique.

This new way of doing macroeconomics and its main assumptions led to the
New Classical Economics becoming the main macroeconomic approach during the
1970s.

In the early 1980s, a branch of the NEC called real business cycle (RBC) models
emerged. Unlike the NEC, which considered that the main driver of business cycles
was a nominal (monetary) shock, the RBC school considered that the main driver
should be a real shock. With this main difference, but under the same assumptions as
to the NEC school, the RBC school gained prominence in the 1980s and the first half
of the 1990s due to its ability to replicate the stylized facts of the North American
economy. Although their evolution will be described in greater detail in the next
section, two important ideas are worth underlining: the first is that RBC models
have become a starting point for various models (theories) that do not consider real
(or technological) shock as the main driving mechanism, and the second idea is
that RBC models are used as laboratories for policy analysis, in line with what was
proposed by Lucas (1980).

In the 1980s and 1990s, parallel to the RBC models, a Keynesian approach
was developed with new microeconomic elements. This school is known as
New Keynesian Economics and emphasizes monopolistic competition and costly
price adjustment. As Goodfriend and King (1997) point out, three generations
of NEK models can be distinguished: the first introduces rational expectations in
price/wage modeling (Taylor 1980; Gordon 1982). The second generation goes
from investigating wage stickiness to investigating price stickiness. Furthermore,
firms are modeled in monopolistic competition and are used to explain the effects
of money on output when price rigidities exist. The best way to introduce dynamic
pricing models into the monopolistic competition formulation in the third generation
of NEK models is evaluated. The state-dependent approach was attractive because
of its microeconomic foundations; however, it was challenging to fit it into a
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macroeconomic model. An alternative was to use the time-dependent approach
developed by Calvo (1983). The advantage of this approach is that its incorporation
in the macroeconomic models did not present difficulties.

In the mid-1990s, a consensus emerged between the RBC and NEK models.
This consensus is known as the New Neoclassical Synthesis (NSN) (Goodfriend
and King 1997). On the one hand, the NSN is based on the RBC models by
incorporating intertemporal optimization and rational expectations within dynamic
macroeconomic models; on the other hand, the NSN takes elements of the NEK
such as monopolistic competition costly price adjustment (price stickiness). The
main model of the NSN is summarized in three equations: the dynamic IS, the
Phillips curve, and the monetary policy rule. The NSN has dominated the way of
doing macroeconomics until today. However, the financial crisis of 2008 caused
some assumptions of the NSN to be rethought, which are currently being evaluated.

The third crisis occurred in the early years of the twenty-first century and finally
materialized in 2008. This is known as the 2008 financial crisis. The origin of this
crisis is found in the collapse of the housing bubble in the United States in 2006
and then sparked a subprime mortgage crisis. The effects of this crisis became
global in 2008, and this caused, in turn, an international liquidity crisis. Faced with
this crisis, the NSN model was limited because international interest rates were at
very low levels (close to zero), which prevented using the Taylor rule to encourage
the economy. One of the main challenges to these models was the absence of the
financial sector. Elements of the financial system are currently being incorporated
into the NEK and RBC models. The idea is to evaluate the performance of these
models in explaining financial crises and to evaluate alternative policies that smooth
the economic cycle.

1.3.2 The Historical Development of the RBC School

The 1980s and the first half of the 1990s witnessed the development of the real
business cycle theory. The initial model proposed by Kydland and Prescott (1982)
was extended in several directions. These directions include the study of money, the
labor market, public spending, financial assets, imperfect competition, and the open
economy in the theoretical framework proposed by the RBC school. The objective
of all these investigations was to increase the understanding of how these variables
help explain the business cycle. To understand how the main ideas of this school of
economic thought have evolved, it is necessary to study chronologically the different
investigations associated with real business cycles, which together provide a holistic
view of the RBC school.

In 1981 a new technique emerged to separate the cyclical component from the
trend of a variable. This technique was proposed by Hodrick and Prescott (1981),
who conducted an empirical study of cycles for the United States after World War II.
These authors proposed a methodology to separate the cycle and the trend of a
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series, known as the HP filter. Under this methodology, Hodrick and Prescott found
empirical regularities of the cycles (volatility, comovements, and persistence).

Kydland and Prescott published research in 1982 in which they used the
neoclassical growth theory with some modifications to study business cycles. One
of the main modifications was the assumption that capital construction takes several
periods and not just one, as was the assumption of the neoclassical growth model.
This assumption is fundamental to explaining the aggregate fluctuations because
it behaves as a transmission mechanism with persistence over several periods. In
addition, the authors considered modifying the utility function to be temporally
non-separable, which indicates a high intertemporal substitution of leisure. In this
context, productivity shocks are the only variable that explains business fluctuations.

Under the assumptions of their model, Kydland and Prescott were successful
in replicating several features observed in US macroeconomic series after World
War II. For example, the model suggests that the investment’s standard deviation is
6.45%, while the data indicates that it is 5.1%. It is worth mentioning that these
authors used the HP filter to separate the trend cycle of main macroeconomic
variables from both the data and the model. With this model and its results, these
authors began the theory of real economic cycles.

According to Rebelo (2005), three revolutionary ideas emerged from the Kydland
and Prescott (1982) research: the first is that business cycles can be studied using
dynamic general equilibrium models. The second is that these authors unified the
theory of economic growth and that of economic cycles. In addition, business cycle
models must be consistent with empirical regularities of long-term growth. Finally,
in their research Kydland and Prescott gave importance to quantitative analysis
when comparing the properties of the model with stylized facts.

The contribution of Kydland and Prescott (1982) could at least be summarized
in two groups. On the one hand, the assumptions that they considered in their
proposal were sufficient to approach the stylized facts of the economic cycles of the
United States. On the other hand, its influence on future research, not only those that
emphasize the supply side (or real variables) as driving mechanisms (productivity),
but also those that consider that the main cause of fluctuations, is on the demand
and nominal variables side.

In line with the above, the main assumptions considered by Kydland and
Prescott (1982) and which have later formed part of the RBC models are as
follows: (1) agents respond optimally to economic events all the time; (2) output
fluctuations come from real sources, that is, business cycles are a consequence
of exogenous change in productivity; (3) work fluctuates due to the intertemporal
substitution of leisure (or work); (4) the product is persistent due to the effect of
the internal propagation mechanism—capital accumulation—and (5) investment is
more volatile than consumption because agents prefer to smooth their consumption
and transfer any transitory movement in their income to savings (investment).

Also, the research that grew out of the Kydland and Prescott (1982) study was
called “RBC models” due to the emphasis on the role of “real shock.” These models
have become a starting point for several theories that do not consider technological
change (shock) as the main driving mechanism. For example, the New Keynesian
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Economics (NEK) models in their basic three-equation model (dynamic IS, Phillips
curve, and the monetary policy rule) consider three shocks (demand, productivity,
and policy), each associated with each equation. An additional contribution is that
RBC models can be used as laboratories for policy analysis in line with what was
proposed by Lucas (1980).

Long and Plosser (1983) published an investigation that sought to explain the
joint movements of the economic variables of the various productive sectors such
as agriculture, mining, construction, etc. To do this, they proposed a model based
on two groups of hypotheses: the hypothesis of preferences (families) and those of
production possibilities (companies). In particular, the objective of these authors
was to evaluate the ability of these hypotheses to explain the behavior of the
economic cycle (at the aggregate and sectoral level).

Usually, when hypotheses about preferences are studied, emphasis is placed on
their intra-temporal implication (static approach), which indicates that in the face
of an unexpected increase in wealth, the consumer increases his/her demand for
consumption current of goods and leisure. In addition to this, Long and Plosser, in
their research, highlight that these hypotheses also have intertemporal implications
(dynamic approach), which suggest that the same wealth shock encourages the
consumer to increase his/her consumption demand future of goods (including
leisure). The main implication of the latter is that consumption (of different goods)
as a time series presents comovements and persistence.

Although the preference hypotheses help to describe the comovement and
persistence of consumption, they fail to explain why these characteristics are due.
This is related to the fact that price movements are required for consumption
(demand) to find its counterpart on the side of production (supply). That is why,
to better understand the cyclical movements of the variables, the hypotheses of
production possibilities must be considered. In this respect, Long and Plosser (1983)
assumes a neoclassical production function (described in Chapter 3). Furthermore,
they assume that all goods are perishable, in other words, that all goods available at
the beginning of the current period are new units produced at the beginning of this
period. In practical terms, the depreciation rate is assumed to be equal to one.

The main conclusion of Long and Plosser (1983) was that the time series
properties derived from the model show a certain approximation to those found
in the data. Also, the authors acknowledge that this model does not capture all the
empirical regularities due, in part, to the full depreciation assumption; however, this
model is a good starting point (benchmark) to evaluate the inclusion of other factors
such as money, fiscal policy, etc.

In 1985, two landmark investigations emerged at the RBC school. The first is the
Hansen model, and the second is the Mehra and Prescott model.

One of the main criticisms of the Kydland and Prescott (1982) model was
that the model did not capture the high volatility of hours worked and the low
volatility of real wages. This criticism, in part, is based on the fact that the model
of Kydland and Prescott (1982) considered that there is no unemployment and that
the volatility of working hours is only because the worker adjusts his/her number of
working hours. However, Hansen (1985) found that the data suggest that 55% of the
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variance of “total working hours” is explained by the number of workers entering
and leaving the labor market, and only 20% is explained by the working hours of
each individual. This led Hansen to postulate the main assumption of his/her model:
“the individual decides to work a fixed number of hours or not to work,” that is,
work is indivisible. The main result of Hansen’s model is that it explains the high
volatility of employment compared to wages, without requiring a high elasticity of
substitution of leisure, which is consistent with the data.

On the other hand, Mehra and Prescott (1985) published an investigation in
which they wondered if the RBC model could capture two stylized facts of the
financial series: the first corresponds to the historical average of the real return
of risky assets (SP500), the which is 6.98% for the period 1889-1978, and the
second is the same empirical moment for the risk-free real return on assets (treasure
bill), which is 0.8% for the same period. Based on these data, the risk premium is
6.18% on average. The results of these authors’ model suggest that the RBC model
can capture the qualitative characteristics of the relationships between financial
and macroeconomic series, but not their quantitative characteristics. The authors
indicate that the maximum risk premium that the model can generate is 0.35%. This
result opened an essential line of research that has sought to solve this enigma.

Until now, the RBC models had emphasized the shock of productivity, that is,
the shock on the supply side. However, Keynesian thought suggested that economic
fluctuations were primarily due to movements in investment. With this in mind,
Greenwood et al. (1988) introduced two features to the standard RBC model. The
first is that physical capital is considered and its services through a utilization rate.
It not only considers, for example, a computer (capital good) but also the number
of hours that this good is used, which is known as the utilization rate. One impact
of such a rate is that capital depreciates more quickly. The second is that the shock
considered is not productivity, but one associated with the marginal efficiency of the
investment. The main conclusion of this model is that the shock to investment under
the described mechanism could be an essential element to explain business cycles.

On the other hand, Cooley and Hansen (1989) studied the role of money in
economic fluctuations. To do this, the authors used the standard RBC model, to
which they incorporated the money through a cash-in-advance constraint. With this
model, the authors attempted to estimate the welfare costs caused by the inflation tax
and studied the effects of anticipated inflation on the characteristics of the economic
series. The main conclusion is that in the short term, money does correlate with
the product; however, the characteristics of the business cycles of an economy with
high and low inflation are similar. This suggests that under the model’s assumptions,
money does not help to explain business cycles better.

Benhabib et al. (1991) considered household production in an RBC model to
assess whether this extension could help strengthen the quantitative performance of
the model. The result was that this model better captures the empirical moments
of business cycles. For example, the Hansen (1985) model obtained the value of
1.29 for the GDP standard deviation, while the Benhabib et al. (1991) recorded
1.71, which is closer to that suggested by the data (1.74). Likewise, Hansen’s model
(1985) overestimated the investment’s standard deviation (3.14 of the model vs. 2.82
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of the data). In contrast, the model of Benhabib et al. (1991) infers that the standard
deviation of investment is equal to 2.73, much closer to the data.

One of the main criticisms of the RBC models is that they do not capture the low
correlation between the number of working hours and the real wage. The data sug-
gest that this correlation is very close to zero, while the RBC (divisible/indivisible
work) models indicate close to 0.951/0.915, respectively. Given this deficiency of
the model, Christiano and Eichenbaum (1992b),% they published an investigation
where when considering public consumption in the Hansen (1985) model, it is
obtained that the model captures this correlation a little better (between 0.5 and
0.7). Government consumption influences the economy in two ways: the first is
that part of public consumption is considered within the household consumption
basket. The second is that public spending behaves like a shock that has a permanent
and transitory component. An interesting feature of this research is that it does not
use the calibration like the standard RBC models, but instead, the authors use an
econometric technique (generalized method of moments [GMM]) to estimate the
eight structural parameters, leaving only three under the calibration approach.

On the other hand, Baxter and King (1993) published a study that evaluated the
macroeconomic effects of fiscal policy in an RBC model. Although the objective
was not to assess whether fiscal policy is a source of business cycles, his/her research
is relevant to understanding the short- and long-term effects of temporary and
permanent government spending. In this model, the government influences families
through transfers and the utility function. Capital and government spending are
assumed to increase the consumer’s level of utility, but not their marginal utility. In
addition, the influence of the government on the companies is obtained through the
government capital that acts as a factor in the production function. This is because
companies need public goods such as roads, highways, etc., which influence their
production.

One of the main assumptions of RBC models is that all markets (goods and
factors) have a perfectly competitive structure, which suggests that price equals
marginal cost. However, the data suggest that the price eventually is greater than the
marginal cost, that is, that the markup (u =
other empirical facts, Rotemberg and Woodford (1993) pubhshed an article where
they introduced the structure of monopolistic competition in an RBC model. In this
scenario, the authors analyzed how this new market structure could influence the
transmission of the shock of productivity, especially through its influence on labor
demand. Furthermore, under this structure, the analysis of a shock to the markup
could provide a new driving mechanism to explain the cycles.

6 A previous investigation by these authors is found in 1988, in which they question Prescott
(1986)’s assertion that “theory comes before measurement.” Christiano and Eichenbaum’s main
argument is that the RBC models do not capture the Dunlop-Tarshis observation, which indicates
that the correlation between the number of hours worked and the real wage is close to zero. Under
this argument, the authors conclude that the shock of productivity cannot be the only source of
economic fluctuations after the Second World War.
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Cogley and Nason (1995) published an investigation in which they evaluated the
ability of the standard RBC model to capture two stylized facts of the dynamics
of the gross national product (GNP) in the United States: the first is that GNP
is positively autocorrelated in the short run and negatively (but slightly) in the
long run, and the second is that GNP appears to have a significant trend reversal
component, which has a hump-shaped moving average representation. The results
of this investigation suggest that the standard RBC model needs a strong exogenous
factor to replicate both stylized facts. This is because most RBC models have a weak
internal propagation mechanism. Furthermore, these authors indicate that RBC
models that consider lags or job adjustment costs partially capture both stylized
facts. However, they still rely on large transient shocks (which is implausible) to
replicate the impulse response found in the data.

The criticism of RBC models, suggested by Cogley and Nason (1995), is
supported by Rotemberg and Woodford (1996) when they publish research in
which they show that the standard RBC model has two empirical weaknesses.
The first is that the model suggests that the variance of the product is very small
compared to what is observed. The second is that the comovements between output,
consumption, and working hours have the same direction in the data, which the
model does not capture. To improve the model’s ability to capture these stylized
facts, the authors perform a sensitivity analysis of the value of three parameters
(elasticity of labor supply, the intertemporal elasticity of substitution, and the capital
share of output). The result of this effort is that the model improves the volatility
of the product, but there is no more significant effect on the comovements of the
variables in question.

Given the main criticisms of Cogley and Nason (1995) and Rotemberg and
Woodford (1996), Burnside et al. (1996) analyze the importance of the utilization
rate of capital as a transmission mechanism to evaluate the possibility of strengthen-
ing the internal mechanism of propagation of the RBC models. The results indicate
that this variable is important in quantitative terms to propagate the effects of a
productivity shock. A natural result of this is that the shock needed to capture the
empirical regularities of the business cycle is significantly less than standard RBC
models.

The following three Tables 1.3, 1.4, and 1.5 show the chronological development
of the investigations in the RBC school. These tables are not exhaustive in terms of
all the investigations carried out between 1980 and 1996, but they are referential as
they try to point out the main investigations.

1.3.2.1 Research on the State of the Art of RBC Models

This section describes a set of investigations that have attempted to summarize RBC
models’ state of the art over time.

The first researchers who tried to summarize the development of the RBC theory
were King, Plosser, and Rebelo, who in 1988 published two papers in the Journal
of Monetary Economics. The first described the theoretical framework of the RBC
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models and the solution method of these models; the second described the main
lines of research that emerged from the standard RBC model.”

In their first research, King, Plosser, and Rebelo considered that the theoretical
framework for studying real business cycles is the neoclassical model of growth
augmented by job choices. Under this approach, they study the effects on the
economic cycle of a shock of productivity. The main conclusion that emerges from
this research is that the neoclassical model of growth (augmented with labor) can
replicate some stylized facts of business cycles only when there is a highly persistent
technological shock. In particular, the model captures two groups of stylized facts:
the first is that it shows the procyclical behavior of employment, consumption,
and investment. The second is that the model generates the observed ranking
of the relative volatility of investment, output, and consumption (varipyestment >
VAT output = var consumption)-

However, the model is limited in generating other stylized facts. One of them,
which is extremely important to characterize the business cycle, is the serial
correlation of output (first-order autocorrelation: 0.96 in the data [1948.1-1986.1V]).
The model requires a high persistence of productivity to generate a strong serial
correlation of output (when the persistence of the shock is equal to 0.9, it produces
the first-order autocorrelation of the output of 0.93; however, when the first is equal
to zero, the autocorrelation is 0.03).

In their second investigation, King, Plosser, and Rebelo outline some new study
directions within the theoretical framework of RBC models. One of these new
directions is to consider that the growth path could have a stochastic component,
that is, that it could have a unit root. This differs from the usual analysis of RBC
models because the growth path is considered to be exogenous and deterministic in
these models. The second line of research allows the long-run growth rate to be the
endogenous result of technology. This clearly contrasts with the usual assumption
in standard RBC models: the long-run growth rate is exogenously determined by the
growth rate of labor-increasing technical change, which is assumed to be a calibrated
parameter.

The third line of research mentioned by these authors is the inclusion of distorting
taxes, imperfect competition, and other elements that produce a suboptimal equilib-
rium. In this case, the authors focus on the methods to include such elements in
the RBC model. Finally, the fourth line of research refers to heterogeneous agents,
which contrasts with the “representative agent” assumption in RBC models. This
line of research responds that empirical evidence suggests that families are different
due to different variables. Furthermore, Heckman (1984) indicates that the most
appropriate way to study the labor market is the assumption of heterogeneity among
agents.

Stadler (1994) published an investigation that summarizes and evaluates the
theory of real business cycles. One of his/her main conclusions is that the RBC

7 These authors published a technical appendix after several years (2002) in the journal Computa-
tional Economics.
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theory has changed the way of looking at business cycles. This theory suggests that
distortions are not needed to obtain macroeconomic fluctuations; that is, an efficient
economy with complete markets could show fluctuations if technological change
is stochastic. This statement opens a whole line of research on business cycles.
Another conclusion is that there are still some challenges that the RBC theory has
not overcome. One is the difficulty of these models capturing the stylized facts very
closely. Another difficulty is that they cannot satisfactorily explain the dynamics
of the product, which is associated with another weakness: a weak transmission
mechanism. Rouwenhorst (1991) indicates that the fluctuations produced in the
Kydland and Prescott (1982) model are essentially due to the stochastic behavior
of productivity. The role of the capital “time to build” transmission mechanism is
small, which was expected to be important in propagating the initial impulse.

An additional difficulty is that the assumption of a “representative agent” is
questionable due to microeconomic data. As Stoker (1993) points out, data at the
microeconomic level suggest the existence of heterogeneity between households
and firms. For example, differences can be found between the size of families
or companies. Likewise, there are differences between companies according to
what type of factors are labor-intensive (some capital-intensive and others labor-
intensive). Finally, Stadler (1994) suggests that, despite the challenges that the CBR
theory faces, its long-term contribution lies in the fact that it has proposed new
methods of macroeconomic research and evaluation of economic policies.

Cooley and Prescott (1995) published a book that brings together different
important themes of the RBC school. As the author points out, the goal of this book
is to provide an organized exposition of the main ideas and methods of RBC models.
The themes addressed in the book are the following: an investigation oriented to
economic growth and the business cycle, which provides the point of reference
throughout the book, a set of investigations that describe the extensions of the RBC
model (heterogeneous agents, money, domestic production, imperfect competition,
asset prices, and open economy), and two methodological investigations, one of
them oriented to the solution of the model in an environment of competitive
equilibrium and the other oriented to the solution in suboptimal economies. Finally,
the author includes an investigation on non-Walrasian economies and another on
policy analysis in RBC models.

In the same spirit as Cooley and Prescott (1995), Hartley et al. (1998) present a
collection of articles that, in their opinion, define and show the development of the
RBC school, on the one hand, and express its main criticisms, on the other hand.
As the authors point out, the book’s goal is to balance research that is in favor
of the RBC school and research that criticizes it. When comparing this collection
with the book by Cooley and Prescott (1995), two main differences are observed:
the first is that the collection by Hartley et al. (1998) has a greater extension than
that of Cooley and Prescott (1995), so much so that Hartley et al. (1998) considers
31 investigations, while Cooley and Prescott (1995) 12. The second important
difference is that Hartley et al. (1998) do take stock of research in the field of RBC
models; in other words, among his/her 31 articles, at least 11 of them are critical.
This differs from the work of Cooley and Prescott (1995), which does not include
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any criticism, since the objective of this author was only to show the ideas and
methods of the RBC school in an organized way.

It is important to underline that the work of Hartley et al. (1998) is organized into
five categories: the first contains a body of research on the fundamentals of modeling
real business cycles. For example, this first research is the article by Kydland and
Prescott (1982), which started the RBC school. The second category contains the
main extensions of the RBC models. In this respect, Cooley and Prescott (1995)’s
work is more exhaustive because it includes more extensions. For example, in
Cooley and Prescott (1995), one can find the RBC model with an open economy or
financial assets absent in Hartley et al. (1998). The third category contains research
that criticizes the calibration method of RBC models. The fourth category refers
to research on how to evaluate RBC models. It should be noted that this category
is the largest in the book, which is not surprising given the debate that arose over
the “unconventional” way of evaluating RBC models pioneered by Kydland and
Prescott (1982), that is, the comparison between the theoretical moments (from
the simulation of the model) and the empirical moments, which contrasts with the
usual econometrics. The fifth category refers to the Solow residual, and the last one
describes how to obtain the cyclical component of the aggregate variables. Reading
both books provides a comprehensive overview of the strengths and weaknesses of
RBC models.

King and Rebelo (1999) wrote an article in the Handbook of Macroeconomics,
which they titled “Reanimation of real business cycles.” At least three ideas can
be extracted from this article: the first is that the authors adopt the main weakness
of RBC models and suggest a way to overcome this weakness. The second idea is
that the authors show that the main criticisms or problems faced by the RBC models
could have been successful results. Finally, the authors suggest new lines of research
in RBC models, which indicates that this research program is still in force.

Regarding the first idea, the authors state that the main weakness of RBC models
is that they require large technology shocks (significant standard deviation and
persistence) to produce business cycles close to reality. However, these technology
shocks are not as large or as persistent in the data as the model requires. Given this
weakness, the authors propose considering an important amplifying mechanism:
the variable use of capital. By introducing this component into an RBC model, it
could reproduce the observed business cycles with little shock of productivity, as
the empirical evidence indicates.

Regarding the second idea, the authors argue that three main criticisms have been
resolved in favor of RBC models. The first criticism is the sensitivity of the model
results to parameterization. As the authors point out, the RBC model is resistant to
different values of the parameters; for example, the model results are satisfactory

8

8 The goal of the Handbook of Macroeconomics, as stated on its very pages, is to provide a review
of the literature on the current state of knowledge in macroeconomics. Topics reviewed include
the theory of economic growth and business cycles and the consequences of fiscal and monetary
policy. Currently, there are two handbooks: the first was published in 1999 (edited by John B.
Taylor and Michael Woodford) and the last in 2016 (edited by John B. Taylor and Harald Uhlig).
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even in the case of a small labor supply elasticity at the individual (family) level
but high at the aggregate level. The second criticism is the limitation of the model
to produce a realistic behavior of prices. This has been overcome by including
nominal variables (money supply, prices, etc.) in the RBC model. For example, this
can be seen in Cooley and Hansen (1989). Finally, the third criticism is about the
assumption of large technological shocks. As indicated in the previous paragraph,
the authors recognize this weakness, which can be overcome when the variable use
of capital is added to the standard RBC model.

The third idea that emerges from the research by King and Rebelo (1999) is
that the RBC model research program is still in force due to the new lines of
research that have emerged. For example, the study of a multisectoral model is still
pending. The usual way of studying business cycles in RBC models has been under
a single-sector model; however, by considering various sectors, one could better
understand the relationship between those sectors and how the variable utilization
of capital behaves in each sector. In this field, there are previous investigations such
as those made by Long and Plosser (1983). However, they have not been fully
exploited, considering variable capital utilization and more realistic technological
shocks. Another line of research is the consideration of heterogeneous agents. In
principle, its introduction in the RBC model could enrich the labor market dynamics,
bringing the model closer to reality.

In 2005, Rebelo published an article in which he/she briefly reviews the
contribution of RBC models to the understanding of business cycles and describes
in detail the main open issues in the existing literature. This research complements
the study by King and Rebelo (1999) in a meaningful way by emphasizing future
lines of research.

According to Rebelo (2005), two issues that still require further investigation,
within the framework of RBC models, are, on the one hand, the explanation of the
behavior of the prices of financial assets and, on the other hand, the understanding
of the Great Depression. Regarding the former, the pioneering work of Mehra
and Prescott (1985) showed that the RBC model was capable of capturing the
qualitative characteristics of the risk premium, but failed to replicate its quantitative
characteristics. This weakness of the model is known as the “risk premium puzzle”
(equity premium puzzle). These findings started a line of research active to this
day. One of the proposals to overcome this weakness was elaborated by Boldrin
et al. (2001), who introduced habit formation in an RBC model. The result was
that the model still maintained the weakness found by Mehra and Prescott (1985).
Another effort in the same direction was that of Boldrin et al. (2001), who, under
the assumption that the production of consumer and investment goods is carried out
in different sectors and that there are frictions in the movement of capital and labor
between sectors, obtained results for the behavior of the risk premium that is closer
to what is observed in the data. However, this line of research demands further study.

The second topic that demands further investigation, in light of the RBC models,
is the Great Depression. In particular, the challenge presented by RBC models is
to explain what caused the Great Depression. As Rebelo (2005) points out, there is
a set of investigations in this field to date. However, it is still an open topic in the
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RBC school because the Great Depression was caused by the combination of several
adverse shocks and inadequate economic policies.

In addition to these two major research topics, the author mentions other open
lines of research: one of them is the study of shocks alternative to productivity
(oil, fiscal, and technological change specific to investment). Another line is the
monetary model, that is, the extension of the RBC model to include nominal and
real frictions, which in practice are NEK models. In addition to the above, Rebelo
(2005) indicates that considering models with multiple equilibria in the spirit of
Farmer (1997) is still an issue that requires further study.

Table 1.6 briefly describes, from a historical perspective, the research that has
tried to provide the state of art of the RBC school over time.

1.3.2.2 Research Related to the Labor Market

Kydland (1995) states that the behavior of the labor market plays a vital role in
understanding business cycles. That is why one of the main aspects in evaluating
RBC models is their ability to replicate the stylized facts of the labor market. In
particular, the US economy shows two important stylized facts: the first is that hours
worked are more volatile than real wages; the second is that the correlation between
hours worked and real wages is close to zero. In addition, microeconometric studies
suggest that the labor supply elasticity is small. The main investigations that have
tried to capture these stylized facts are described below.

One of the main criticisms of the Kydland and Prescott (1982) model was the
assumption that the elasticity of labor supply is significant, which is not supported
by the data. In their research, Kydland and Prescott (1982) focused on the intensive
margin component of labor supply, which is measured as the average number of
hours worked. These authors assumed that the movement of “added work hours”
is essentially due to the adjustment of hours worked by the employee. However,
Hansen (1985) considers that the variation in aggregate working hours is mainly
due to the entry and exit of individuals in the labor market, that is, the extensive
margin component of the job offer. Under this assumption, Hansen (1985) manages
to obtain a labor supply elasticity that is more in line with the microeconomic data.

Christiano and Eichenbaum (1992b) indicate that the Kydland and Prescott
(1982) and Hansen (1985) models fail to replicate the two main stylized facts
of the labor market: (1) hours worked are more volatile than real wages, and (2)
the correlation between hours worked and real wages is close to zero. Given this,
Christiano and Eichenbaum (1992b) propose a model in which public spending
plays an important role in private consumption. Under the assumption that public
consumption is an imperfect substitute for private consumption, these authors
indicate that an increase in government spending produces a negative wealth effect,
which induces families to reduce their demand for leisure and, therefore, to increase
their job offers. With this specification, the authors find that the model is closer to
the data.
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Another effort to improve the quantitative performance of the RBC model in the
labor market was carried out by Benhabib et al. (1991). These authors proposed
including in the modeling the production of the sector that works at home (not the
market) due to its high participation in the national product (20% to 50%), according
to Eisner (1988). The main idea of this model is that agents also obtain utility when
they consume what is produced by this sector and those who work in this sector
obtain disutility, as observed in the market. Under this premise, the authors find that
there are incentives for an individual to move from working at home (nonmarket) to
working in the market. The effect of this is that the labor supply could increase in
a similar way to the public spending shock of Christiano and Eichenbaum (1992b).
With this specification, the authors find that the model is closer to the data.

1.3.2.3 Investigations Related to Fiscal Policy

In this section, two sets of investigations are described. The first set, from the
empirical point of view, has pointed out the relationship that exists between the
fiscal variables (taxes, spending, and deficit) and the macroeconomic variables
(product, consumption, investment, employment, and real wages). The second, from
a theoretical point of view, has raised various RBC models with the public sector.
The objective of this is to evaluate the capacity of these models to capture empirical
evidence. From all these efforts it is concluded, as Cooper (1998) points out, that
there is no role for fiscal policy in the standard RBC model, which considers
complete markets and the absence of externalities. For the fiscal sector to gain an
important role in modeling, it is necessary to consider some different assumptions
to those proposed by the RBC school.

[A] Empirical Evidence In the existing literature, at least two sets of empirical
investigations can be distinguished. The first set relates the public spending shock
as a consequence of military events rather than macroeconomic events (Hall and
Mishkin 1980; Hall 1986; Barro 1983; Rotemberg and Woodford 1992; Ramey and
Shapiro 1998) and usually use linear regression models or the “narrative approach””
to identify the shock of fiscal spending. The second set emphasizes that public
spending responds to macroeconomic events and uses the structural autoregressive

9 The narrative approach consists of reviewing various historical sources such as the presidential
address, the president’s economic report, and reports from congressional meetings to identify
the motivation for each legislated tax/public spending change. The idea of this method is to
separate the changes in legislated fiscal variables into those that legitimately respond to changes
in macroeconomic variables from those that respond to other motivations (for example, political
motivations). For a better description of this method, see Romer and Romer (2010).
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vector (SVAR) approach! to identify the fiscal shock. In this section, we will focus
on this last set of investigations.

Using the VAR approach, various studies have found that the fiscal policy shock
(defined as government purchases) has positive effects on output, hours worked,
consumption, and real wages (Fatds and Mihov 2001; Blanchard and Perotti 2002;
Perotti 2005; Gali et al. 2007; Pappa 2009). Mountford and Uhlig (2009) find that
anticipated public spending shock has positive effects on output and consumption,
but they are small.

Fatas and Mihov (2001), based on research by Blanchard and Perotti (1999),!!
studied the effect of public spending shock on consumption, investment, and
employment. In their initial VAR model, they found that the positive shock of
public spending increases real GDP. In a second model, in which they included
the components of consumption (total consumption, consumption of durable goods,
consumption of nondurable goods, and consumption of services), they observed
that total consumption and all its components react positively to the shock of
public spending. This suggests that consumption is procyclical. By carrying out
the same exercise with investment and its components, the authors conclude that
total investment contracts slightly in the first six quarters and then reacts positively
to the shock, until returning to trend after three yearsin addition, it is observed that
the driver of investment behavior is residential investment, which always remains
above the trend until the third year. From these exercises, the authors infer that
consumption and investment react positively to public spending shock.

By evaluating the impacts of the fiscal shock on labor market variables, the
authors conclude that employment increases after the shock, but that real wages
change marginally. Given this last result, the authors indicate that the real wage
reaction of the economy is not robust enough to different nominal wage specifica-
tions and deflation methods (Burnside et al. 2000), for which they prefer to analyze
the response of the real wages in the manufacturing sector, which is robust. Under

10VAR (or SVAR) models have become one of the most widely used econometric tools in
macroeconometrics. This is because this technique can describe the relationships in reduced form
between the aggregate variables without imposing a priori on economic theory. However, when
you want to analyze the economic structural relationships between variables, you need some form
of identification, which is usually based on economic theory. Chudik and Fidora (2011) point out
that in the existing literature, there are at least four approaches to impose identification constraints
of shock: the first is to place the variables (Cholesky decomposition) recursively; the second is to
impose “zero” constraints on the system of linear equations. These constraints are a set of variables
that are not affected by the shock of interest for a certain period of time. The third approach
is the decomposition into permanent and temporary components. The fourth way of imposing
identification constraints is sign constraints. This alternative consists of indicating the sign that the
structural impulse-response function must have for a number of periods after the shock. As Chudik
and Fidora (2011) indicate, the basic idea behind this method is to be able to identify the structural
shock by checking if the corresponding sign of its impulse-response function is in accordance with
economic theory.

111t should be noted that this research was later published in 2002 in “The Quarterly Journal of
Economics,” which is described in the next paragraph.
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this change of variable, the authors find that real wages (in the manufacturing sector)
respond positively (and significantly) to the shock of public spending.

Fatas and Mihov (2001), in a further step, contrast their empirical results with
the RBC model. The objective of this contrast is to evaluate if the RBC model
with a government sector has the capacity to capture the empirical behavior of
consumption and employment in the face of a shock of public spending. What these
authors find is that the model is not capable of replicating the procyclical behavior
of consumption. Furthermore, the RBC model predicts that consumption should
contract.

Blanchard and Perotti (2002) analyzed the effect of a shock of public spending
and taxes on output. The main conclusion of this study is that output increases
when faced with a positive shock of public spending and falls when faced with
an increase in taxes. This result is consistent with what is suggested by RBC
models that introduce public spending as a shock. At a further level of analysis,
the authors assess the impact of fiscal shocks on GDP components. The results
indicate that private consumption reacts positively to the shock of public spending
and that investment contracts; that is, they find that consumption is procyclical.
When observing the results of the RBC models that include fiscal policy, it is found
that they are not consistent with the observed behavior of consumption, but that they
do capture the reduction in investment.

It should be mentioned that the research by Fatds and Mihov (2001) and
Blanchard and Perotti (2002) have some similarities, but also some differences.
First, in both studies the fiscal shock generates a positive output response with a
fiscal multiplier greater than one in Fatds and Mihov (2001) and very close to one
in Blanchard and Perotti (2002). Second, both investigations find that consumption
increases significantly in the face of a fiscal shock. Third, there is an important
difference in the behavior of the investment. Fatds and Mihov (2001) indicate that
the public spending shock generates a marginally positive investment response,
while Blanchard and Perotti (2002) find that this response is negative and significant.

Gali et al. (2007) confirm previous evidence on the macroeconomic effects of
the public spending shock. In particular, they find similar results for product and
consumption. In the case of investment, their results are in line with what was
found qualitatively by Blanchard and Perotti (2002) (reduction of investment), but
quantitatively said response is insignificant. In addition, they find that the real wage
and the number of hours worked increase persistently in the face of the fiscal shock.

Given this evidence, the authors suggest a NEK model that considers a heteroge-
neous component in families. The main assumption is that two types of families
subsist in the economy: Ricardian and non-Ricardian. The first type of family
has a standard behavior in macroeconomic models (intertemporal optimization);
the second type of family only consumes their labor income and cannot transfer
resources intertemporally. Under this assumption and those corresponding to the
NEK models (monopolistic competition and price stickiness), the model generates
an increase in consumption in response to the shock of public spending.

The aforementioned research has emphasized standard constraints for identify-
ing shocks, such as Cholesky decomposition or “zero” constraints. Unlike these
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investigations, Mountford and Uhlig (2009) studied the effects of fiscal policy
shocks from a different perspective. The novelty of this research is the use of “sign
constraints” in a VAR model to identify fiscal policy shocks. As these authors point
out, the identification of these shocks is difficult due to three factors. In the first
place, there is difficulty in discerning whether the movement of fiscal variables is
due to the shock of fiscal policy or simply to the response to other shocks such
as monetary or productivity. The second is that it is not clear what is meant by
fiscal shock, which can be an increase (expected or unexpected) in public spending,
or a tax cut, among other variables. This contrasts with the shock of monetary
policy, which is clearly understood as the unexpected increase in the interest rate.
The third factor is that the announcement and implementation of the fiscal policy
must be taken into account. This is important because the announcement can cause
movements in the macroeconomic variables without the need for the fiscal variables
to show any previous movement.

One of the main conclusions of this study is that an anticipated shock of public
spending'? has a weak positive effect on output, the interest rate, and consumption;
that is, consumption is procyclical. Furthermore, the effects of this shock are
stronger than the shock of unanticipated public spending. In general terms, these
results are in line with previous empirical investigations.

Using the same econometric technique (SVAR with sign restrictions), Pappa
(2009) focused on studying the effects of the fiscal shock on the labor market. What
is new about this study is that the author used the results of the DSGE models with
fiscal shock to then use the predicted “signs” as constraints on the identification of
fiscal shocks in a model SVAR. In particular, the author proposes an RBC model
with the fiscal sector in line with Finn (1998) and an alternative NEK model to find
the effect of the fiscal shock on macroeconomic variables. The result of this is that,
in both models, output and the fiscal deficit increase in the face of a positive shock
of public consumption. This result is used by the author to identify the fiscal shock
in his/her SVAR model. The empirical result of this econometric model is that real
wages and employment respond positively (and significantly) to public consumption
shock. One conclusion that emerges from this research is that the empirical evidence
on the (positive) response of the real wage is not captured by the RBC model (which
predicts a reduction in the real wage), but by the NEK model.

[B] Theoretical Models Ramey (2016) suggests that the existing literature on
public spending has usually sought to answer two main questions: (1) Do the
theoretical DSGE models (RBC and NEK) capture the stylized facts of fiscal policy?
(2) What are the fiscal multipliers? In this section we are going to focus on the first
question and, in particular, on how RBC models have tried to capture the empirical
evidence of fiscal variables.!?

121t is assumed that the announcement of the fiscal shock is made today but its implementation is
within a year.

13 To see a detailed review of the literature on fiscal multipliers, see Ramey (2011, 2016).
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Before describing some RBC models that include the government sector, it is
important to mention that usually the variables that describe public spending have
been introduced in RBC models as shocks. This is because the question that has
been sought to be answered in these investigations is about what are the impacts of
government spending on output volatility. Under this premise, government spending
has been modeled as an exogenous stochastic process, usually AR(1), like the shock
of productivity. It is in this scenario where the RBC models have served as a
theoretical framework to evaluate different fiscal policies (government spending).
However, as Stadler (1994) points out, given the assumptions of the RBC models
(representative agent and absence of nominal and real frictions), it has been difficult
for these models to stand as a “conceptually complete framework”™ for the analysis
of fiscal policies.

In addition to the above, King and Rebelo (2000) indicate that another dis-
advantage of considering public spending as a shock in RBC models is that the
model cannot replicate the comovements of macroeconomic variables. For example,
when it is considered that the only shock of the model is public spending, financed
by lump-sum taxes, it is obtained that consumption is countercyclical, which is
inconsistent with the data. This is because the negative wealth effect produced by
public spending induces the family to reduce its consumption, but encourages it to
increase the hours worked and, therefore, the aggregate product. That is, an increase
in public spending financed with lump-sum taxes (in the current period or in the
future) reduces the wealth of families due to the present (or expected) increase in
taxes, which ultimately encourages families to reduce their consumption.

Hall and Mishkin (1980) and Barro (1981, 1987) analyzed the impact of
government consumption on output, employment, and the real interest rate. In both
cases the authors used the standard neoclassical growth model. Four conclusions
can be drawn from these studies: first, a temporary or persistent increase in public
consumption should increase output and hours worked. The second is that Hall and
Mishkin (1980) suggests that the effects on employment and output of a temporary
increase in public consumption are greater when it is temporary than when it is
permanent. The third conclusion is that the fiscal multiplier (of public consumption)
is less than one (in steady state); that is, AY/AG < 1. The fourth conclusion is
that the interest rate reacts differently depending on whether the change in public
consumption is temporary or permanent. In the first case (temporary change), the
interest rate responds positively, while in the second case (permanent) it practically
does not change (Barro 1981, 1987).

These findings were contrasted by Aiyagari et al. (1992), who used a standard
modified neoclassical growth model that included a variable labor supply and a
government sector, that is, an RBC model with the public sector. In addition, the
authors made two main assumptions: the first is that government consumption is
financed by lump-sum taxes, and the second is that the utility function is additively
separable in public and private consumption. Under all these assumptions, the model
provides four conclusions. The first is that similar to Hall and Mishkin (1980) and
Barro (1981, 1987), output and employment respond positively to the increase in
public consumption. The second is that a persistent change in public consumption
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has stronger effects on employment and output than a temporary change. This
clearly contradicts what was suggested by Hall and Mishkin (1980).

The third conclusion is that the fiscal multiplier (of public consumption) is
greater than one (in steady state) if the change in public consumption is permanent;
that is, AY/AG > 1 (if AG is permanent). The fourth conclusion is that the
interest rate reacts positively regardless of the persistence of the change in public
consumption. However, the persistence of the latter determines the magnitude of
the interest rate response: the greater the persistence, the greater the interest rate
response.

Baxter and King (1993) address three relevant questions in fiscal policy: what are
the macroeconomic effects of temporary/permanent government purchases? How
do the effects of government purchases change under different financing decisions?
And what are the macroeconomic effects if government purchases increase the stock
of public capital? To answer these questions, the authors introduce fiscal variables
in families and companies in the theoretical framework of a standard RBC model.
In the case of households, it is assumed that government spending and the sfock of
public capital provide utility, but do not affect marginal utility. On the other hand,
in the case of companies, it is assumed that the stock of public capital is a factor of
production and that it does affect the productivity of the factors of production (stock
of private capital and labor). Likewise, it is considered that, like the stock of private
capital, public capital follows a law of movement of capital accumulation. This law
considers the same depreciation rate of private capital and the way to increase public
capital is through government investment.

The main results of the model can be summarized in three groups. The first
contains the impacts of the increase in government purchases. In this case, the
model predicts that output will respond positively to a temporary or permanent shock
from government purchases. In contrast, consumption in both scenarios contracts,
resulting in a negative correlation between GDP and consumption. This result is not
consistent with what is observed in the data. On the other hand, real wages contract
and work increases regardless of the persistence of the fiscal shock (temporary or
permanent). The real wage contraction clearly differs from the empirical evidence.

The second group of results is about how the decision or the form of financing of
the government could change the impacts of the fiscal shock. When comparing two
financing alternatives (lump-sum taxes vs. distortionary taxes), it is observed that
the model predicts a reduction in output when taxes are proportional (distortionary).
Moreover, the negative impact is not only observed in the product, but also in
consumption, investment, and work. Therefore, the authors conclude that the form
of financing does influence the impacts of the fiscal shock.

The third set of results is about the effects of the public capital shock. The model
suggests that output and labor respond positively, while consumption contracts for
the first six years and then shows a positive response for the remaining periods until
it returns to a steady state.

Ludvigson (1996) studies the macroeconomic effects of government debt. The
usual analysis of the impact of the fiscal shock is that the current increase in public
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spending (government purchases) will be financed by lump-sum taxes in the future.
This expected increase in taxes has a negative wealth effect today, inducing families
to reduce their consumption and savings (= investment, in a closed economy).
However, Ludvigson (1996) suggests that if the reduction of distortionary taxes
(positive fiscal shock) is financed by public debt issuance, then the said fiscal shock
could induce an increase in consumption and investment. The rationale behind this
result is that families see a current reduction in taxes, but expect them to increase in
the future to pay today’s public debt. This expected increase in the tax rate reduces
the future interest rate. This is because the tax rate affects the demand for capital
(because it is proportional to income). Given this interest rate reduction, families
increase their consumption/investment today due to the substitution effect, which
reinforces the initial increase due to the tax reduction today.

In addition, Ludvigson (1996) points out that this effect on consumption and
investment depends on the elasticity of the labor supply and the degree of persistence
of public debt. This is so true that as the labor supply tends to be more elastic and
public debt tends to be more persistent, the response of consumption to debt issuance
is strengthened.

Finn (1998), unlike previous research, separates public spending into two
components: purchase of final goods and labor compensation (from the public
sector). Previous investigations have focused their analysis on the first component;
however, labor compensation has a relevant participation in public spending (59%
on average between 1950.1 and 1993.4). In addition, as Finn (1998) points out,
theoretically the shock to the purchase of public sector goods has different effects
on the business cycle than the shock to public labor compensation. Under these
premises, the author develops an RBC model, from which a main result emerges:
government spending is not an important source of economic fluctuations. This is
observed when evaluating the model with only a productivity shock compared to
the model that, in addition to the productivity shock, contains the fiscal shock. In
particular, the simulation indicates that the fiscal shock adds 0.02% to the standard
deviation of output.

Fatas and Mihov (2001) use an RBC model with a government sector similar to
that of Ludvigson (1996). The objective of these authors is to assess whether the
RBC model, under different fiscal scenarios, could capture the positive correlation
between GDP and consumption in the presence of public spending shock, as
suggested by empirical evidence. For this, the authors evaluate the model in four
scenarios: (1) increase in public spending financed by taxes (lump sum), (2) increase
in public spending financed by taxes (distorting), (3) reduction of the tax (distorting)
financed by debt, and (4) increase in public spending financed by debt.

Under these scenarios, at least two results are important to mention: the first is
that in the four fiscal scenarios of consumption contracts, this reveals the difficulty of
the model in capturing the observed behavior of consumption in the face of a fiscal
shock. The second result is that output increases in all cases, except when public
spending is financed by distortionary taxes, which captures to a certain degree what
is suggested by the empirical evidence.
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Table 1.7 describes chronologically some research on the empirical evidence of
fiscal variables and their effects on macroeconomic variables. Likewise, Table 1.8
shows the evolution of the different RBC models that have included the government
sector to try to capture the empirical evidence mentioned in Table 1.7.

1.3.2.4 Research Associated with Money

In this section, two sets of investigations are described. The first set refers to
empirical research, which suggests that the shock of monetary policy has effects
on output and price. The second set summarizes the different RBC models that have
tried to capture this observed behavior in the data. One conclusion that emerges from
all this research is that the RBC model needs other assumptions, such as nominal
and real frictions, to capture the effects of the monetary shock on real variables.

[A] Empirical Evidence In the existing literature there is a vast body of research
suggesting that the monetary shock (or monetary policy shock) has output and
price effects (Friedman and Schwartz 1963; Romer and Romer 1989; Bernanke and
Blinder 1992; Shapiro 1994; Leeper 1997; Christiano and Fitzgerald 1999; Faust
and Henderson 2004; Bernanke et al. 2005; Smets and Wouters 2007; Coibion 2012;
Ahmadi and Uhlig 2015). It is generally a consensus in the empirical literature that
a contractionary monetary policy shock (reduction in the growth rate of the money
supply) has (important) negative effects on output. In the case of the price response,
the literature is not conclusive. What is expected is that in the face of a contractive
monetary policy shock, the price will fall (due to a reduction in demand); however,
what is observed, in some specifications,# is that in the short run the price increases.
Eichenbaum (1992) called this empirical fact “the price puzzle” (Price Puzzle).

On the other hand, Christiano and Eichenbaum (1992a,b) indicate that a positive
monetary shock (increase in the growth rate of the money supply) reduces the
interest rate, but increases output, employment, and money—actual salary.

In addition to the above, Christiano and Fitzgerald (1999) highlight two impor-
tant issues: the first refers to the identification of the shock of monetary policy
and the second to the evaluation of the model that seeks to capture the empirical
evidence.

Regarding the first, it is important to differentiate between two components of
the monetary policy actions: the first component is the response to nonmonetary
behaviors in the economy, and the second is the monetary shock itself. This
separation is important because before building any DSGE model (with money)
it is necessary to know how the economy reacts after a monetary shock. To identify
the monetary shock, the existing literature suggests three strategies. The first is to

14 For example, Christiano and Fitzgerald (1999) under their econometric specification (SVAR)
find the price increases (price puzzle), but with small magnitude. In contrast, Smets and Wouters
(2007), under an estimated DSGE, finds that the price decreases (absence of the price puzzle).
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assume that the monetary authority responds to the state of the economy through
a feedback rule, and all those monetary policy movements that do not follow this
rule are classified as shock monetary. RBC models with a monetary sector usually
follow this way of identifying the monetary shock. The second strategy is to search
the data for any sign of exogenous monetary policy. The third is to identify the shock
of monetary policy by assuming that this shock does not affect economic activity in
the long run.

The second important issue is the evaluation of the models. Unlike the usual
way of evaluating RBC models, in which the statistics of the theoretical model
are compared with those observed in the data, in this case the impulse-response
functions observed in the data are compared with what is obtained from the model.
This allows discriminating which models (and under which assumptions) are closer
to reality.

[B] Theoretical Models Cooper (1998) points out that any model that includes
monetary policy faces two dilemmas. The first dilemma is that the model must have
the capacity to generate a demand for money. The second is that the model must
consider a source of non-neutrality (real effects of money). Although RBC models
have tried to include these two elements to capture the real effects of the monetary
shock observed in the empirical evidence, the result is that these models predict such
an effect to be small (which is inconsistent with the data). This represents a major
limitation of RBC models, which has been overcome by New Keynesian Economics
(NEK) models. The NEK models manage to obtain the influence of money in
the short term and its effects on the business cycle under two main assumptions:
monopolistic competition (real friction) and price stickiness (nominal friction).

In this section, the theoretical investigations (RBC models with money) are
categorized, according to the way in which each of them has modeled the demand
for money. Under this premise, in the existing literature it can be distinguished that
RBC models have usually considered three ways of obtaining a demand for money:
cash in advance constraint, real balances in the utility function, and liquidity effects.
The first form indicates that money is required to buy goods, the second indicates
that real balances provide direct utility to the consumer, and the third indicates that
the money may be required to save transaction costs associated with the purchase of
goods. This section describes the first two ways to obtain a demand for money.

[B1] Cash in Advance Constraint The theoretical foundation of the cash in
advance constraint was developed by Lucas and Stokey (1983, 1987) and Svensson
(1985). Likewise, the empirical application has been developed by various authors
including Eichenbaum and Singleton (1986), Cooley and Hansen (1989, 1991,
1992), Greenwood and Huffman (1987), and Christiano (1991). In this section,
two such investigations are described: that of Eichenbaum and Singleton (1986)
and that of Cooley and Hansen (1989). This is because the first investigation was
an initial effort to assess whether RBC models with money have the ability to
capture empirical evidence. The second investigation is chosen because it represents
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a significant contribution to the study of money within the framework of RBC
models.

Eichenbaum and Singleton (1986) assessed whether monetary policy shocks
were important in determining economic activity during the post-World War II
period. For this, they were based on two models: the first is a monetary model; that
is, a constraint of cash in advance is considered to determine the demand for money
and a monetary rule is devised to represent the supply of money. The second is an
RBC (no money market) model. It is worth mentioning that both models are similar
in the representation of the agents (family and company) and in the consideration
of the parameters. The only difference is the monetary component. Likewise, both
models consider the two main assumptions of Long and Plosser (1983), logarithmic
utility and total depreciation, but under the assumption that work is fixed. The
main result is that the equilibrium expressions are similar in both models, which
suggests that money does not play a role in explaining the cycles. Furthermore,
under a bivariate VAR (money and output growth) formulation, the authors find that
an exogenous monetary shock is not an important source of output variation in the
postwar period (1949-1983).

Although the work of Eichenbaum and Singleton (1986) is important in showing
the weak influence of money in RBC models to explain cycles, these authors did not
follow the standard evaluation of RBC models: comparing the theoretical moments
(produced by the model) with the empirical moments (produced by the data), but
instead relied on a VAR model and Granger causality.

Unlike them, Cooley and Hansen (1989) follow the standard RBC model
evaluation process. In particular, these authors add to Hansen (1985) model the
money market similar to Eichenbaum and Singleton (1986). In this model, the
main mechanism for transmitting money is the inflation tax; that is, an increase in
money (monetary supply) produces inflation and this behaves like a tax by reducing
the purchasing power of consumers, which ultimately affects their consumption
and investment and their work/leisure decisions; in other words, it affects the real
variables. The main result of the model is that the characteristics of the cycles of an
economy with high inflation are similar to those of an economy with low inflation.
Money does not play a relevant role in explaining business cycles.

[B2] Real Balances in the Utility Function Farmer (1997) developed an RBC
model where the way to obtain the demand for money is by assuming that real
balances provide utility to families (utility function with real balances). In addition,
another of the main differences of this model, compared to the RBC models that
have considered money, is that the utility function does not follow the standard form
of temporal separability.'> This is because the author seeks to capture two observed

15 The utility function proposed by Farmer (1997) is:

(Fi1(C, M/P))1=°

— — (F2(C,M/P)! P V(L).

UC,M/P,L) =
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effects of money. On the one hand, the marginal utility of money is small (direct
effect); on the other hand, the complementarity of money with other commodities
(consumption and labor supply) is high (indirect effect).

One of the main implications of this type of utility function is that in steady-state
equilibrium not only can there be a unique solution, but that for a set of values of the
parameters, the solution is indeterminate. That is, near the path of balanced growth,
there is a continuum of rational expectations equilibria.!® The author emphasizes
that the indeterminacy of the steady-state equilibrium allows the model to capture
the main dynamic characteristics of the data in the United States.

1.3.2.5 Research Associated with Investment Shock

One of the main criticisms of RBC models is that their ability to replicate the
stylized facts of business cycles rests on the fact that the productivity shock must
be significant and persistent, which is not supported by empirical evidence. Given
this, various authors have studied alternative shocks that would have the potential
to explain business cycles. Among them, the main one is the specific technological
change to the investment. This sfock indicates that more units of capital could be
produced with one unit of investment due to the existence of a specific investment
technology. This is different from the orthodox approach which indicates that with
one unit of investment one unit of new capital is produced, which can be observed
in the equation of movement of capital.

One of the first efforts to consider investment fluctuations as a possible source
of business cycles was made by Greenwood, Hercowitz, and Huffman in 1988.
Unlike standard RBC models, these authors introduced an investment shock. 6n,
which reflects the Keynesian view of investment fluctuations, which are important
in explaining the cycle. In this model, the transmission mechanism is the variable
capital utilization rate. The simulation results of this model indicate that the shock to
investment and the transmission mechanism mentioned may be important elements
in the explanation of business cycles.

In the 1990s, Greenwood, Hercowitz, and Krusell produced two complementary
investigations on the role of investment-specific technological change. The first was
published in 1997 and focused on the long-term effects of this type of technological
change. The main conclusion of this research was that this technological change
explains about 60% of the growth of output per man-hour after World War II.
In addition, in this research, these authors showed empirical evidence about the
existence of this shock. In particular, these authors observed two behaviors in the
data: the first is that in the long term, the relative price of equipment has decreased
significantly while the investment in equipment/gross national product (GNP) ratio

16 The case that Farmer studies is a set of equilibria in a steady state (indeterminacy), but all of
them are stable, in contrast, for example, to the Ramsey model where there are two steady-state
equilibria, but only one is stable.
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has increased. The second behavior is that in the short term there is a negative
correlation between the price of the equipment and the investment in equipment or
GNP. The first observation suggests that investment-specific technological change
could be a source of economic growth, while the second suggests that such
technological change could be a source of economic fluctuation.

The second investigation was published in 2000 and its study focus was the short-
term effects of the same type of technological change. In this research, the authors
used the same RBC model from 1997 with some modifications. One of them is
that the equipment utilization rate is endogenous and has an important role in the
transmission of shocks in the short term. The main conclusion of this research is
that the shock specific to investment explains around 30% of the variability of the
gross national product. The authors indicate that this result is significant since the
investment in the new equipment is only 7%.

In line with the above, various investigations have highlighted the importance of
investment-specific technological change in explaining the economic cycle (Fisher
2006; Smets and Wouters 2007; Justiniano and Primiceri 2008). However, when this
shock is introduced into the DSGE models, it is found that it produces a negative
correlation between consumption and investment, which is contrary to the data
(Guerrieri et al. 2010). This represents the main weakness of this type of shock
and is one of the main challenges of DSGE models.

1.4 Theoretical Foundations of RBC Models

This section describes the main assumptions of RBC models and the steps to develop
such a model.

1.4.1 Main Assumptions

General assumptions. These assumptions focus essentially on the type of economy,
the type of market, and the agents that participate in the model.

* Usually, RBC models assume a closed economy, which implies that investment
is equal to saving. However, several authors have extended the model to the open
economy (Mendoza 1991, 1995).

* The markets for factors and final goods are perfectly competitive. However,
Rotemberg and Woodford (1993) evaluated the implications of the RBC model
under the assumption of monopolistic competition in the goods market.

* Two types of agents are assumed: families and firms. When considering the gov-
ernment, it is considered through its budget constraint. Likewise, the monetary
authority is expressed by its budgetary restriction and by a monetary policy rule.
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* The only source of uncertainty comes from the supply side (shock of productiv-
ity).
* The only good produced is used for consumption and investment.

Representative Agent 1t is assumed that all families in the economy are identical
and that they can be represented by a typical family. Similarly, it is assumed that
there is a representative company. This way of simplifying the economy avoids
aggregation problems.

Optimization It is assumed that the representative family and firm optimize an
explicit objective function subject to resource and technology constraints, respec-
tively.

Impulse and Transmission Mechanisms Based on Frisch (1933) and Slutsky (1937),
RBC models differentiate two types of mechanisms: impulse and propagation.

* The drive mechanism causes a variable to deviate from its steady state.

* The propagation mechanism amplifies the effects of the impulse shock on the
endogenous variables. It makes these variables deviate from their steady-state
values.

The main drive mechanism in RBC models is the shock to productivity and the
main propagation mechanism is the elasticity of substitution of leisure. In the RBC
literature at least four types of propagation mechanisms can be observed:

* Smoothing of consumption: a temporary (positive) shock on the economy
would strongly affect savings. In a closed economy, investment is equal to saving;
therefore, the investment will increase allowing a greater stock of capital in the
following period. Given his/her participation in the production function, he/she
would raise output in the said period (weak mechanism).

* Investment lags: a shock today can affect investment in the future (Kydland and
Prescott 1982) increasing future output (most used mechanism).

¢ Intertemporal elasticity of substitution: a change in wages increases the
amount of work supplied, and the effect on output is positive (most used
mechanism).

¢ Accumulation of inventories: firms accumulate inventories to face unexpected
variations in demand (mechanism not consistent with empirical evidence).

Rational Expectations 1t is assumed that the agents present in the economy have
rational expectations in order to overcome the “Lucas critique.”

General Equilibrium The RBC theory maintains the Walras approach (general
equilibrium) in a context of perfect competition (flexible prices) where agents
are price takers and there is a continuum of market equilibriums, symmetric
information, complete markets, and absence of friction.

Dynamic Consider an intertemporal analysis, where the decisions of the agents are
made intertemporally.
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Fig. 1.16 Steps to develop an RBC model

J

1.4.2 Steps to Develop an RBC Model

In this section, the steps or stages that must be followed in the development of an
RBC model and in general in any DSGE model are described in a practical way.
Figure 1.16 outlines the 11 steps.

[1] Build the Model In this stage the main assumptions of the model are defined,
which include at least [a] the type of economy (open or closed), [b] agents in the
economy (family, companies, government, and monetary authority), [c] the rules of
behavior of each agent (objective function of maximization and the restrictions),
[d] assumptions about the market of factors and goods (perfect competition or
monopoly competition or some combination of both), and [e] the type of shock
(productivity, fiscal, monetary, and international interest rate, among others).

[2] Find First-Order Conditions, Equilibrium, and Shock In this stage we
proceed to solve the optimization problem of each agent. For example, the family
usually maximizes its expected, discounted utility function, subject to its budget
constraint. Solving this optimization problem gives Euler’s equation and the job
offer. In the same way we proceed with the company, which maximizes its
profit function subject to the available technology (production function). From this
optimization, the demand for labor and capital is obtained. In addition to these
equations, it is necessary to explicitly indicate the market equilibrium equations. For
example, it is usual to consider the equilibrium in the goods market (c; + iy = y;).
Finally, the behavior of the shock must also be made explicit; that is, indicate if it
has an AR(1) behavior. This entire set of equations represents a nonlinear system. It
is important to mention that the number of equations must be equal to the number
of variables for the system to be well defined.

[3] Calibration Here a value is assigned to each parameter. If the model is fully
calibrated, then all parameters have an assigned value based on other investigations.
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At this stage, in a practical way, a list of the parameters with their assigned
values and the investigations from which these values have been extracted could
be drawn up.

[4] Find the Steady State To find the steady state it is necessary to take the
system of equations from the second stage. To this system all temporality is
eliminated; that is, in all the equations the following change of variable is made:
Xr = Xr41 = Xg5, Where xg¢ represents the steady-state value of the variable “x.”
Likewise, the expectations operator is eliminated in those equations where it is

present. For example, when considering Euler’s equation ¢, I= ,BE,ctjrll Riy1.Ina

steady state, expectations are eliminated, leaving ¢, I = Be,. +11R,+1 , and if we also
apply the previous principle of eliminating temporality, Euler’s equation in steady
state would be cs_sl = ﬂcs_sl Ry. The objective of this stage is to find the steady-state
value of each variable in the system x;; depending on the set of parameters, which
have been previously calibrated. For example, from the Euler equation in steady
state it follows that the real interest rate in steady state depends on the discount
factor Ry = %

[5] Log-Linearize the Model The nonlinear system of equations described in
the second stage requires to be linearized to apply the mathematical methods of
solving the system of linear equations. In general terms, linearization consists of
approximating a nonlinear equation by means of the Taylor expansion of the first
order. At this stage, the model can be linearized considering the variables in levels or
considering the variables in logarithms. The latter is called log-linearization. In both
cases, the linearization is performed around the stationary state of each variable.

[6] Solution of the Linear System The solution of the linear system consists
in finding the functions of policies, that is, the control variables as a function of
the state variables and exogenous variables. In the existing literature, there are
several ways to solve the system of stochastic difference equations. DeJong and
Dave (2011) suggest that at least four methods are usual: the Blanchard and Kahn
(1980) method, the Sims (2002) method, the Klein (2000) method, and the Uhlig
(1999) method of undetermined coefficients. To find the solution of the system,
a software such as Matlab is usually used because the system of equations is
large. In some cases, such as the Long and Plosser (1983) model, in its single-
sector version, it could have an analytical solution. The solution of the system
is important because, based on it, the following steps will be obtained (impulse-
response function, simulation of the variables, cyclical component of each variable,
and the theoretical moments).

[7] Find the Impulse-Response Function In this stage, the impulse-response
function of each variable of the model is calculated before the shock previously
defined in the model. Three elements must be observed in the response of each
variable: the magnitude, the sign, and the number of periods that the variable takes to
return to its stationary state. This is important because the impulse-response function
of the model is usually compared with what is observed in the data. To obtain the
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impulse-response function, each variable is expressed in its ARMA(p,q) time series
form. For this, the solution of each variable obtained in the previous stage is used.

[8] Simulate the Endogenous Variables By having each variable expressed in its
ARMA(p,q) form, it allows simulations of each variable to be carried out assuming
that the error of the shock equation is a series with a normal distribution with
mean zero and constant variance. Usually, the number of periods considered in the
simulation is the same as that available in the data. For example, if the available
sample with which the empirical moments are calculated includes 120 quarterly
data, then this same number is considered for the simulation of the series in the
model. Another aspect is the number of times the series will be simulated. In the
existing literature, it is not clear the number of times that should be simulated;
however, a number close to 100 could be considered. For example, Hansen (1985)
simulated the series 100 times as did Cooley and Prescott (1995, Ch. 1), while
Cooley and Hansen (1989) used 50 simulations.

[9] Find the Cyclical Component In stages 7 and 8 the variables have been
considered in levels; that is, each variable contains its trend and cyclical component.
However, in order to assess whether the RBC model has the capacity to replicate
the stylized facts of the economic cycle, the cyclical component of each variable
must be extracted, and then its theoretical moments must be calculated. In the
existing literature there are several methods to extract the cyclical component of
the variables. The most widely used in the RBC school is the Hodrick and Prescott
(1981) filter.

[10] Find the Theoretical Moments In this stage, the theoretical moments of
the cyclical component of each variable are calculated. Usually these theoretical
moments are four: standard deviation, autocorrelation, correlation with GDP, and
dynamic correlations.

[11] Compare the Theoretical Moments with the Empirical Ones Here the
theoretical moments provided by the model are compared with those found in the
data. The objective of this stage is to evaluate if the model is capable of capturing
the stylized facts of the economy.

1.5 Codes

Table 1.9 indicates the code used in this chapter.

Table 1.9 Codes in Matlab and Dynare

Codes Description

Aggregate_stylized_facts.m | This m-file plots the macroeconomic variables in levels and finds
the cyclical component using the HP filter. In addition, it
calculates the statistics of the cyclical component.



Chapter 2 ®
Dynare Foundations: Solving Qe
and Simulating DSGE Models

2.1 Introduction

DSGE models can be summarized in a set of nonlinear difference equations. This
system requires numerical methods to approximate the solution—a tedious and
perhaps inefficient task without a specialized computational software.

In this context, Matlab is a software that has implemented tools for optimizing
and solving nonlinear difference equations using a matrix approach. These charac-
teristics make this software an important candidate for the solution and simulation
of DSGE models. However, adapting the model to the Matlab language requires to
have an advanced level of programming in that language, which complicates the use
of the software.

In this scenario, many economists with a background in mathematics and
computer science have tried to build programs based on Matlab that facilitate
the solution of DSGE models. From these efforts, Dynare has emerged. It is a
preprocessor that allows us to translate a DSGE model into Matlab language'
making it easy to solve and simulate DSGE models.

This chapter aims to understand the main Dynare commands used to perform
each step in the building, solution, and simulation of a DSGE model. To do this, this
chapter is divided into three parts.

In the first part, we describe the commands to transfer the DSGE model to
the Dynare environment. We also explain the necessary commands to solve and
simulate the model. In the second part, we show how to use Dynare to solve a
basic RBC model (Long and Plosser, 1983, ’s model). Finally, the codes used in this
chapter are described in the last section.

! This chapter is based on the Dynare manual available on its website “www.dynare.org.” Also, on
this webpage, you will find this roolbox ready to download and different illustrative examples.
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Table 2.1 Files created by Dynare

3 intermediate files created by Dynare

filename.m filename_dynamic.m filename_static.m
Contains [1] variable Contains the equations of the dynamic | Contains the long-term
declarations and [2] model; that is, it considers the leads static model, i.e., the
calculation tasks and lags of the variables equations without time

Table 2.2 Variables created by Dynare

3 main variables (structure) created by Dynare

M_ options_ 00_

Contains various model Contains the values of Contains various results of the
information. For example, various options used by calculation. For example, the
the mod file name and Dynare during the impulse-response function
variable names calculation and simulations

2.2 What Is Dynare?

Dynare is a preprocessor and collector for Matlab routines that acts as a foolbox.
The main objective of Dynare is to solve, simulate, and estimate different nonlinear
models with forward looking variables, among which are the DSGE and OLG
(overlapping generations) models.

The main input of this foolbox is a file with the extension “.mod,” where you
write the model and the statements that you want Dynare to execute (solve, estimate,
etc.). To create this file, open a notepad and save it with the extension mod. In this
context, how is Dynare invoked? After creating the .mod file “example .mod,” the
following is placed in the Matlab prompt:

> dynare example

The command dynare starts the preprocessor’ (Dynare) on the .mod file and
executes the instructions included in this file (“example.mod”). For instance,
considering a generic name for the .mod file “filename.mod,” the preprocessor
creates three intermediate files shown in Table 2.1.

Dynare will perform the calculation tasks by executing the file “filename.m.”
Furthermore, Dynare will provide many results, of which three are main
variables shown in the Matlab workspace (see Table 2.2). Dynare saves these
three variables in the current working folder (current folder) with the name:
“filename_results.mat.”

Figure 2.1 shows how Dynare works with Matlab. We first write down our DSGE
model on a mod file very similar to what we have in our notebook. Then, Dynare will
transform the .mod file in Matlab language, creating three m-files that all contain a
different version of the model. Now Matlab plays a key role. It uses, for instance, the

2 A preprocessor is a program that processes input data (the mod file) to produce output used as
input in another program, such as Matlab.
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Matlab environment
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Pre-processor | Matlab routines " Results
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Fig. 2.1 Dynare as a Matlab preprocessor

m-file example.m to solve the model. As a result, three main variables are created:
M_, oo_, and options_. We then use these variables to analyze the model, such as
plotting the impulse-response functions using the oo_ variable.

2.3 Structure of .mod File

The file that contains the model (.mod), which Dynare will use, has a structure of
six main blocks (Fig. 2.2). The first block is the preamble, in which the endogenous
and exogenous variables and the model parameters are specified. The second is the
model itself. The equations are written in this block in a nonlinear or linear (or
log-linear) fashion. The third is the specification of the initial values, which define
the starting point for Dynare to calculate the system’s steady state. The fourth is
the calculation of the steady state. The fifth corresponds to the definition of the
variance or standard deviation of the shocks; finally, the sixth block contains the
calculation of the model solution, the simulations, the calculation of the moments,
and the construction of the impulse-response functions.>

It is important to mention that in addition to these six blocks, other commands
can be added depending on the required tasks; for example, if we want to do a
sensitivity analysis of the parameters, we can add commands that perform this task.
The six blocks mentioned above are the fundamental parts every mod file must have.

2.3.1 The Preamble

The variables (endogenous and exogenous) and the parameters (and their values)
are specified in the preamble. Three commands will tell Dynare which variables

3 The fact that Dynare is a preprocessor implies that the statements in the mod file are “translated”
into the Matlab language; however, it is not a m.file, and therefore we cannot execute it in parts.
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Fig. 2.2 Structure of the
.mod file

P o O\

Endogenous and exogenous variables are defined;
In addition, the parameters and their initial values
are listed.

Model

Write the equations of the nonlinear model or linear.
The number of endogenous variables must be equal
to the number of equations.

Initial values and
steady state

The initial values of the variables (steady-state)
are defined and Dynare is asked to calculate the
steady-state of the variables.

Shocks
The variance of the shock is defined.
Monte Carlo Simulation
Dynare is asked to calculate the IRFs, moments, etc.

Table 2.3 Examples of declaration of endogenous variables

Example 1 Example 2 Example 3

var var var

y y $y_t$ y $y_t$ (long_name = ‘Output’)

c c$c_t$ ¢ $c_t$ (long_name = ‘Consumption’)
k; k $k_t$; k $k_t$ (long_name = ‘Capital’);

are from the model and which are the parameters: variables (var and varexo) and

parameters (parameters).

Declaration of endogenous variables

var variable namel $latex namel$ (long name= ‘name’);

The var command declares endogenous variables and has three components:
The first refers to the variable name that will be used throughout the .mod file
(variable namel); the second indicates the name that this variable will take
in the IXTEX file ($latex_namel$); and the third is an option (which has to be in
parentheses) that allows you to write the long name of the variable (long_name=
‘name’). Table 2.3 illustrates the use of this code.
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Table 2.4 Endogenous variable declaration examples

Example 1 Example 2 Example 3
varexo e varexo e $e_t$ varexo e $e_t$ (long_name = ‘productivity shock’)

Declaration of exogenous variables

varexo variable namel $latex namel$ (long name=
‘name’);

The command varexo declares exogenous variables (shocks) and, in the same way
as endogenous variables, has three components: The first refers to the name of the
variable that will be used throughout the .mod file ( variable namel); the sec-
ond indicates the name that this variable will take in the IATgX file ($latex_namel$);
and the third is an option (which has to be in parentheses) that allows you to write
the long name of the variable (long_name= ‘name’).

It is worth mentioning that in a stochastic model, productivity (a;) usually has an
autoregressive behavior in the following form:

aiy1 = pas + &

where ¢, is the stochastic component with a normal distribution with zero mean
and constant variance. To Dynare, a; is an endogenous variable, and since ¢; is
white noise, it is considered an exogenous variable. Therefore, under the commands
declared in code 2, this exogenous variable could be written to Dynare in three ways
(see Table 2.4).

Parameters

parameters parameter namel $latex namel$ (long name=
‘namel’)
parameter name2 $latex name2$ (long name= ‘name2’);

The parameters command declares the parameters to be used in the model. Not only
those referring to the behavior equations (functions) of the agents (for instance, the
utility function) but also the initial values, which are usually the steady state values,
and the parameters associated with the shocks. In addition, in this block, the values
corresponding to each parameter must be assigned (calibration). Table 2.5 describes
three examples of the declaration of parameters and the assignment of their values.
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Table 2.5 Parameter declaration examples

Example 1 Example 2 Example 3

Parameters Parameters Parameters

beta beta $ \ beta$ beta $ \ beta$ (long_name = ‘Frisch elasticity”)
delta; delta $ \ delta$; delta $ \ delta$ (long_name = ‘Depreciation’);
beta=0.99; beta=0.99; beta=0.99;

delta=0.22; delta=0.99; delta=0.99;

2.3.2 The Model

The model (a system of nonlinear equations) is declared in Dynare by means of the
block model;. . . end;.

Model Statement

model (options); equationl; equation2;...;equationN;
end;

This block details the main equations of the model. You can write the (nonlinear)
model in Dynare as it is on the paper and to do so, enter the equations in the
environment model ; — — — end;

Code
model;
equationl;
equation2;

equationN;
end;

It must be taken into account that the number of equations must be equal to
the number of endogenous variables. If the model that is written in Dynare is
linearized (either with variables in levels or variables in logarithms), then it is
written: model(linear) (Fig. 2.3).
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Example 1: Elementary RBC Model (Nonlinear)

o ----- Endogenous variables

g N e e e

8 varexo X; < Exogenous variables

&  parameters aa alph bet delt Eam; «........._.._._......parameters,-. 2w of motion

i of capital

_  model; '

€ c= -k +aasxsk(-1)"alph + (1-delt)sk(-1);<----------n----oo- :

o c”(-gam) = (aa=alphsx(+1)=k~(alph-1) + 1 - delt)*c(+1)"(-gam)/(1+bet); <--,
end; ¥

Euler's equation

Example 2: Linear model

model (linear); <---------------- - Linear model
x = a*x(-1)+bsy(+1)+e_x;

y = dsy(-1)+e_y;

end;

Model

Fig. 2.3 Nonlinear and linear models

2.3.3 Initials Values

Within this block, the initial values of each of the endogenous variables are placed,
which are generally the steady state values calculated by the user. These values
are used by Dynare as a starting point for the calculation of the steady state. It is
important to mention that when the model is in log-linear form, the steady state
values of the variables (in log deviations) are equal to zero; therefore, the initial
values are equal to zero, too.

Declaration of initial values

initval;

variable namel = valuel;

variable nameN = valueN;
end;

Table 2.6 describes two examples of initial values.

Note that the variable ch is equal to “Inc; — Incgg”; that is, it is the deviation of
the variable in logarithm with respect to its steady state, which, by construction, in
steady state is equal to zero.

The initial values are what Dynare will use in the “filename_static.mod” to
calculate the steady state. Dynare needs a starting point for this calculation because
the solution method is successive approximations (Newton’s method).



66 2 Dynare Foundations: Solving and Simulating DSGE Models

Table 2.6 Initial values (nonlinear and linear model)

Code Example (nonlinear) Example (log-linear)
initval; initval; initval;
variable_namel = valuel; c = 0.5; ch =0
variable_name2 = value2; k =0.1; kh = 0
variable_nameN = valueN; y = 0.8; vh = 0

end; end; end;

2.3.4 Stationary State

Dynare has two ways of considering the steady state of the model. The first is that
Dynare itself calculates the steady state. To do this, Dynare uses Newton’s method
to solve nonlinear equations. The second is to provide Dynare with a Matlab file
(m-file) containing the steady state.

Newton’s method, also known as Newton—-Raphson’s method, is a technique
aimed at solving nonlinear equations. This technique finds the solution through
successive iterations from a starting point. The goal of this technique is to find the
values of the variable “x” that make the function (or equation) zero; that is, look for
the roots of the function:

fx)=0

The technique starts with a starting point xg and approximates the next value of “x”
by means:

f(x0) Generalizing S (xn)
X1 = X9 — Xn+1 = Xn —
' ED)

This, applied to the calculation of the steady state of the model, is obtained, for
example, for the production function:

i = ak{h{ ™"
We define f(x), where x = [yy, a;, k¢, hy]
f@) =y —ak{'h;™ =0

The goal is to find the solution; that is, the steady state (x; = x;1). To see greater
detail of the method, review Kelley (2003).
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(Method 1) Using Newton’s method

steady;

For Dynare to calculate the steady state using Newton’s method, the command
steady is placed after the model block. To do this, it considers the values indicated
in the initval section as the starting point. Dynare applies Newton’s method to
the static model (the .mod model without lags and leads) to find the steady state.

Saving the steady state

oo_.steady_state;

The steady state computed by steady is stored in “oo_.steady_state.” It is worth
mentioning that the order in which the steady state values appear is the same as the
endogenous variables declared in section var.

(Method 2) Using a file containing the steady state

In this second method, there are two options:

e “Steady state” block in the .mod: In this case, each variable is defined
according to the deep parameters. The code is:
steady state model; r = 1/beta; k = deltaxbeta;...;
end;

The m-file in which Dynare will save the steady states is ‘“Mod-
Name_steadystate2.m” where “ModName” is the name of the “.mod” file.
This block is placed after the parameters block.

* m-file containing the ‘“‘steady state”: In this case, you can build a Matlab func-
tion that calculates the steady states. This requires doing a bit more programming
in an m-file.

2.3.5 Dpynare and BTEX

In Dynare, there is a possibility to translate the model equations to I&TEX format. To
do this, two codes are used depending on what type of model you want to translate
into I&TEX language:
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Dynamic model in IATEX

write latex dynamic_model;

This code writes each model equation in IATEX format and saves it to a “.tex” file
depending on the name of the “.mod” file. For example, if the mod file is named
“campbell.mod,” the I&TEX file will be “campbell_dynamic.tex,” which contains
the list of all dynamic equations. It is worth mentioning that if the parameters and
variables have names declared in version IATEX, the “.tex” file will use them.

Static model in IATEX

write latex static model;

This code allows you to save the model equations, in their static version, in
a “tex” file. The static version means that lags and delays have been removed
from the equations. In the same way as the code for the dynamic model, the static
version is stored in “campbell_static.tex” (when the model in Dynare is named
“campbell.mod”).

It is worth mentioning that these codes (dynamic or static equations) are written
after the block model.

2.3.6 Definition of Shocks

In this block, the temporary shocks of the model are defined (shock of productivity,
public spending, etc.). In Dynare, exogenous (shock) variables take random values
that follow a normal distribution with zero mean and constant variance. In the .mod
file, the variance must be specified.

Definition of shocks
To define the variance or standard deviation of the shock, there are two ways:

Alternative 1 Alternative 2

shocks; shocks;

var variable name = valor_variance; |var variable name;

end; stderr valor_standard_deviation;

end;
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Table 2.7 Definition of

Alternative 1 Alternative 2
shock
shocks; shocks;
var e = 0.5; |var e;
end; stderr 05'”;
end;

Table 2.7 describes an example of the implementation of the shock block code.

2.3.7 Model Evaluation: Blanchard and Kahn Conditions

Dynare has the ability to compute the eigenvalues of the linearized model around
the values assigned in the initval block, which are usually the steady states. In
particular, if the number of eigenvalues with modulus greater than one is equal to
the number of variables forward looking, then the system of linearized equations
has a unique solution. Chapter 3 details these criteria and the solution method of
Blanchard and Kahn (1980).

Model Evaluation

check;

This command calculates the eigenvalues and stores them in the global
variable “oo_.dr.eigval.” Dynare also has another command that provides
various model health tests and prints a message if a problem is detected:
model diagnostics;.

2.3.8 Computation of the Stochastic Solution

Dynare uses the code stoch _simul to obtain the policy and state (transition)
functions of the model.

Model Simulation

stoch simul (options);
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This command solves the stochastic model (or rational expectations model) using
the perturbation method.* It is worth mentioning that in the process of solving the
system of equations, Dynare uses the generalized Schur decomposition method
(or QZ decomposition). What this method does is decompose a matrix into three
multiplicative matrices: A = QU Q~'. The Schur decomposition maintains the
same spirit as the Jordan decomposition (see Chap. 3 for more details).

Impulse-Response Functions (IRFs)

All econometric or statistical exercises require to communicate results in a
simple and transparent way. For multi-equation (and, potentially, nonlinear)
models, reporting parameters seldom meet the above objective. This is why
macroeconomists use impulse-response functions (IRFs).

An impulse-response function gives us a profile of responses over a time
horizon (say, 2 years for quarterly data) by applying an impulse or shock,
hence its name. This function is usually a nonlinear combination of various
parameters present in the model.

In formal terms, let x; be the endogenous variable of interest (for example,
output) and ¢ be the shock of interest (for example, a technological shock),
and the IRF is defined as

0X¢41

oz, 2.1

IRF} =

In other words, it is the response in period t of applying the shock ¢ in
period t.

As we mentioned, the IRFs are usually nonlinear expressions of the model
parameters. Therefore, they are usually presented graphically, with the x axis
showing the horizon of interest over which the response is to be evaluated,
and the y axis showing the response of the endogenous variable to the shock .

As the student will learn later, macroeconomists have a particular interest
in having the IRFs in their DSGE model resemble the IRFs present in the
data. This is because the IRFs deliver a very useful set of information to the

(continued)

4 This method builds Taylor series approximations to the solution of the DSGE model around its
deterministic steady state. This method has been used in physics and in other natural sciences; in
economics, it was popularized by Judd and Guu (1993). It has gained popularity in economics in
the last two decades due to three reasons:

oIt is suitable. The perturbation method finds an approximate solution that is local; that is, it is
well suited around the point where the Taylor expansion is taken.

*The result is intuitive and easily interpretable.

*Thanks to the development of software such as Dynare and Dynare++-, the perturbation
method for higher degrees of expansion is easy to calculate and does not require familiarity with
numerical methods.
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econometrician. They allow us to compare the magnitude of the response of
different variables with respect to the shocks, the persistence of the responses,
and their direction, among other objects of interest.

Strictly speaking, the IRFs are usually obtained by estimating the structural
vector autoregressive (VAR) model and are sensitive to the economic or
statistical assumptions imposed by the econometrician in order to identify
them. Despite the above, in this book, we will take the IRF as external data that
we are interested in replicating, postponing the discussion of its estimation.

Within the options of stoch _simul you can ask Dynare to perform specific
operations such as finding the impulse responses, estimating the parameters, etc. For
example:

stoch_simul(order=1;irf=30)

This statement tells Dynare to linearize the system of nonlinear equations
(written in the mode1l block) by means of a first-order Taylor approximation, which
is computed around the steady state (order =1). He/she then uses those approxima-
tions to compute the impulse-response function and various descriptive statistics
(moments, variance decomposition, correlation coefficients, and autocorrelation).
Also, this statement tells Dynare to compute the impulse-response function with 30
periods (irf = 30). The IRF is calculated as the difference between the trajectory of
the variable before a shock (at + = 1) and its steady state. Dynare plots the IRF for
only 12 variables (Table 2.8).

The “stoch_simul” code provides the policy and state functions (also known as
decision rules), whose coefficients are stored in “oo_.dr” (dr is a shorthand for
decision rules). It is worth mentioning that the policy function, in Dynare, has the
following structure:

Table 2.8 Options in stoch_simul

[1] Solution of the model

order = integer Give the order of the Taylor approximation. Available values are 1,2y
3 (default = 2).
Example: stoch_simul(order = 1);

loglinear Convert all variables to log-linear. Therefore, we have to ensure that
the steady states are strictly positive. All results (IRF, moments, policy
function, etc.) consider the variables to be log-linear.

Example: stoch_simul(loglinear);
[2] Impulse-Response Function (IFR)

irf = integer Number of periods for the calculation of the IRF (default = 40). IRFs
are stored in “oo_.irfs”.

Example: stoch_simul(order = 1,irf = 30);

irf_shocks = (name Calculates the IRF for the requested exogenous variable. It is used
of the exogenous when there are multiple shocks in the model.

variable) Example: stoch_simul(order = 1,irf_shocks = (e));
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Yt = Yss + Ax; + Buy

where: y; is the vector of the steady state of the variables:

* o00_.dr.ys: Stores the steady states yy,, whose order is similar to how the variables
have been declared in the var block.

e o0o_.dr.ghx: Stores array “A.” The rows correspond to all the endogenous
variables (in order as listed in “oo_.dr.order_var”), while the columns correspond
to the state variables.

e o00_.dr.ghu: Stores array “B.” The rows correspond to all the endogenous
variables (in order as listed in “oo_.dr.order_var”), while the columns correspond
to the exogenous variables.

2.3.9 Simulation and HP Filter

From the solution of the system of nonlinear equations, the time series behavior of
each of the endogenous variables can be obtained. For example, the state function of
capital might suggest that capital behaves like an AR(2); or from the policy function
of the product, it can be deduced that the product behaves like an ARMA(2,1).
The way to obtain the time series of each variable will be described in detail
in Chaps.3 and 4. By having the time series representation, a simulation of the
variable can be carried out. For this, two inputs are important: the number of periods
(months, quarters, or years) that we want to simulate the variable and the number
of simulation times; for example, you might want to simulate the same variable 30
times.

To perform this simulation in Dynare, two commands are used in “stoch_simul:
periods and simul replic. Both are described in Table 2.9. On the other
hand, if you want Dynare to plot some simulated variable, you can write, after
“stoch_simul,” the code “rplot name_variable,” and Dynare will display the plot.

Furthermore, suppose you want to evaluate the ability of the model to capture
the behavior of the economic cycle. In that case, it is necessary to calculate the
theoretical moments of the cyclical component of each variable coming from
the model. In this sense, it is necessary to apply a filter that allows the cycle
to be separated from the trend. For this task, Dynare has the HP filter, whose
code is: hp filter = integer, which is placed inside “stoch_simul.” The
“ integer” reflects the smoothing parameter, which varies in value depending
on the frequency (monthly, quarterly, or yearly). The choice of the parameter
lies in the frequency in which the model parameters have been calibrated; for
example, if all model parameters (depreciation rate, utility discount factor, etc.) have
been calibrated quarterly, then the smoothing parameter in the HP filter should be
quarterly. Table 2.9 describes in greater detail what was mentioned above.
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Table 2.9 Options in stoch_simul (continued)

[3] Simulation of endogenous variables

periods = integer Indicates the number of periods to be used in the simulation of each
endogenous variable (only perform one simulation). This simulation
is saved in the global array oo_.endo_simul. Under this option, the
empirical moments will be calculated instead of the theoretical ones.
Example: stoch_simul(order = 1, periods = 300);

simul_replic = integer | This option allows you to simulate the variables the number of times
indicated in the “integer.” This option is always accompanied by the
“periods” option.
Example:
stoch_simul(order = 1, periods = 300, simul_replic = 150);.
This example indicates that the variables must be simulated 150 times
for 300 periods each. It is worth mentioning that these simulations are
not considered to calculate the empirical moments; also, they are
saved in “ModName_simul.” The default value is one.

rplot name_variable Plot the simulated variables, which are stored in “oo_.endo_simul.”
This command is placed after “stoch_simul,” in which it is necessary
to put periods.

Example: stoch_simul(order = 1, periods=150); rplot c;
[4] HP filter

hp_filter = integer Use the HP filter with A = integer (monthly:14400 ;quarterly:1600;
yearly:100) to calculate moments.

Example: stoch_simul(order = 1, hp_filter = 1600);

2.3.10 Sensitivity Analysis

It is usual to carry out a sensitivity analysis of the model, which consists in solving
and simulating the model when a parameter value is changed. For example, it is
useful to compare the IRFs of the model for two different values of the shock
persistence parameter. To perform this type of task, Dynare provides an option
via “macro” commands. This Dynare macro-language provides a set of macro
commands, which can be inserted into the “.mod” file. The main tasks that this
macro-language performs are: including a file in the .mod, the substitution of
expressions, conditional structures (if), and loops (for).

Loops (loops) are emphasized in this subsection because they help to perform
sensitivity analysis. Table 2.10 shows a comparison of the Dynare macro-language
and the Matlab code. Both produce the same; however, the main difference between
them is that the vector containing the parameter values will not appear in the
Matlab environment when we run the macro-language, while the Matlab code will
successively replace the parameter values, displaying the last value in Matlab’s
workspace, and save the array of parameter values. It is worth mentioning that these
codes are written after the “stoch_simul.”
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Table 2.10 Macro-language

o Macro-language Matlab

vs. Matlab for sensitivity hos — 108,09 11- hos — [ 0.8.09. 11

analysis thos =[0.8,09,1]; | rhos=1[0.8,09, 1];
@tforiin 1:3 for i = 1:length(rhos)
rho = rhos(@1i); rho = rhos(i);
stoch_simul(order=1); | stoch_simul(order=1);
save 00_ = 00_; save 00_ = 00_;
@tiendfor end

Table 2.11 Four ways to write a model in Dynare

Model (.mod) Description

Long_Plosser_Dynare_linear_log.mod (mod1) This .mod contains the log-linear
equations. It should be noted that the
steady state value of each log-linear
variable is equal to zero.

Long_Plosser_Dynare_linear_niv.mod (mod2) This .mod contains the linear equations
but with the variables in levels.

Long_Plosser_Dynare_nonlinear_log.mod (mod3) | This .mod contains the nonlinear
equations and with the variables in
logarithms.

Long_Plosser_Dynare_nonlinear_niv.mod (mod4) | This .mod contains the nonlinear
equations and with the variables in levels.

2.3.11 Ways to Write the Model in Dynare

An advantage of Dynare is that the same model can be written in different forms.
You can first write the nonlinear model and wait for Dynare to linearize it, or write
the linearized model directly on the mod file. Second, the variable can be entered
in levels or in logarithms. This is important because when Dynare linearizes the
system or the user writes the linearized system, the coefficients of the policy and
state functions will be read as elasticities. In the next section, the model of Long
and Plosser (1983) will be used to illustrate the commands described above. To that
end, four ways of writing this model in Dynare will be considered. The objective
of the latter is to see the differences between them in terms of the solution, the
impulse-response function, and the moments.

Table 2.11 describes the four .mod files that reflect the four different ways to
enter or write a model into Dynare. As mentioned previously, all four files contain
the same model.
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Table 2.12 Agent optimization problem

Households Firms

Max  EoY ;o) B'[In(c) +0ln(1—h)] | Max 7 =y — [wihy +riki]
(l‘z,hnkwl),ﬁo {k,,l,]fio
¢t + iy = wihy +riky + 74 k¢+1 =i Ve :atktl—ah;x

Table 2.13 System of nonlinear equations of the model (Long and Plosser, 1983)

Agent Equations Description
Household & = ﬁE,[q]ﬁrH 1] Euler’s equation
kit =1 Law of motion of capital
1_9}1’ =t Labor supply
Firm V= atk,1 ““he Production function
rr=01- a)% Capital demand
w =0 iT? Labor demand
Equilibrium Vi =c¢t + i Goods market equilibrium
Shock Ina; = ¢lna;_1 + € Productivity shock

2.4 Long and Plosser (1983)’s Model: Application in Dynare

2.4.1 Long and Plosser (1983)’s Model

To apply the Dynare codes described above in the solution and simulation of a
general equilibrium model, in this section the model of Long and Plosser (1983)
will be used, which is described in detail in Chap. 3. In addition, it is necessary
to mention that this model has two important assumptions: The first is that capital
depreciates completely in each period, and the second is that utility is logarithmic
in consumption and leisure. Table 2.12 describes the optimization problem for the
household and the firm.

In each optimization problem, first-order conditions are obtained that reflect
the behavior of each agent. Together, these behavior rules make up a system of
stochastic nonlinear equations, which are described in Table 2.13.

These nonlinearities make their solution difficult. The usual way to reduce the
complexity of this system of equations is to obtain a first-order approximation
by means of the Taylor expansion, which is called linearization. As mentioned
in Chap. 3, there are two ways to linearize the system of equations. The first is
considering the variable in levels, and the second is considering the variable in
logarithm. Table 2.14 shows the equations after linearizing the model considering
the variables in levels, where for the case of consumption we have: ¢; = ¢; — cg;.

On the other hand, Table 2.15 shows the linearized equations considering the
variables in logarithms. In this approach, the change of variable, for example for
consumption, follows the form: ¢; = Inc; — Incgs.

Table 2.16 shows the values that the parameters of the model take, which are
based on King et al. (2002). It is worth mentioning that these parameters have
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Table 2.14 System of linear equations of the model (Long and Plosser, 1983)

Agent Equations Description
Household Cr = BE;(rgsCra1 — CssTa1) Equation from Euler
E,H =7 Law of movement of capital
W, = ﬁﬁ, + 1797“5 Labor supply
Firm V= %E, + (- a)iﬁ%, + a%ﬁ, Production function
%N, =5 — %7, Capital demand
W, = (ﬁ)ﬁ — (‘;’%)E Labor demand
Equilibrium Y =G+ Goods market equilibrium
Shock ar = ¢ar—1 + ¢ Productivity shock

Table 2.15 System of log-linear equations of the model (Long and Plosser, 1983)

Log-linear equations Description

(11 & = E[éis1 —Tit1] Equation of Euler

2] ki1 =1y Law of movement of capital
(3] lﬁ‘},"‘“ hy =, -G Labor supply

[4] % =a + (1 — )k +ah, Production function

51 7= — ke Capital demand

(6] @ =3 —h Labor demand

[71 3r=<2c+ ;%’\)l; Goods market equilibrium
(8] @ =da1+e Productivity shock

Note: To directly obtain the solution of the model with Dynare, you can use the file
“Long_Plosser_Dynare_nolinear_log.mod”

been obtained considering that the data is quarterly. Therefore, each period in the
model, both in the simulation and in the impulse-response function, is understood
as a quarter.

Table 2.17 mentions the steady state of each variable. To calculate this long-term
equilibrium, it is assumed that the variable is the same, regardless of the temporality;
that is, x; = x;41. In this sense, all the lags and advances present in the system of
equations that reflect the model disappear. It is in this scenario that the steady state
for each variable is calculated, which ultimately depends on the model parameters.
The detail of how each expression was arrived at is found in Chap. 3.

2.4.2 Preamble

Definition of endogenous variables Table 2.18 describes the declaration of
endogenous variables in each of the .mod files, and four conclusions can be drawn
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Table 2.16 Calibration

Parameter Remark

o = 0.667 Long-run share of labor in national income

0 = 3.968 Calibrated so that the steady state work is equal to 20%
p =0.979 Shock persistence

B =10.984 Discount factor

o, = 0.0072 Standard deviation of the productivity shock

Table 2.17 Steady state

Steady state (recursive form) Steady state (parametric form)
hee = 07 = o
s o0—B(—a)+a (9(1 B(l—a))+a
ags =1 =
l/a Iph 1/a
kss _h“[ﬂ(] a)] [9(1 f;l(lp Z))w][ﬂ(l “)]1/
o
iss = kss [9(1 A= a))+ot][ﬂ(l 0‘)]1
1 1
yss = kss[ gri=ay ] = [sr=pd—arr= I e AU - 0‘)]1/
1 ar__ 1
Css = k”[ﬁ(lfa) - 1] [9(1 B a>>+a][5(1 “)] [ﬂ(l—cz) - 1]
-1
s = i = o[p1 —a)]*

Note: Steady states calculation is in Long_Plosser.m (Sect. 3.2) (see Chap. 3).

from it. The first is that in [mod1] each declared variable is the variable that appears
in the nonlinear model. For example “c” represents the consumption in period “t.”

The second is that in [mod2] each declared variable represents the natural
logarithm of the variable. For example “cc” is equal to “Inc;.” It is worth mentioning
that [mod1] and [mod2] contain the nonlinear model. The third is that in [mod3]
each variable declared represents the deviation of the variable with respect to its
steady state. For example, “ct” is equal to “c; — cgs.” It is worth mentioning that
“ct” is a way of representing ¢;, as it appears in the level linearized model (see
Table 2.14).

In addition, a fourth conclusion is that in [mod4] each variable declared
represents the deviation of the logarithm of the variable with respect to the logarithm
of its steady state. For example “ch” is equal to “Inc; — Incgs.” As in [mod3], “ch”
is a way to represent ¢y, as it appears in the log-linearized model (see Table 2.15).

Also, it is important to mention that the number of declared variables is the same
as the number of equations to write in the model block. Finally, productivity in
Dynare is declared as an endogenous variable, and it is the shock ¢; that is declared
as exogenous.

Definition of exogenous variables The only exogenous variable is the disturbance
(error) of productivity €;. The way of entering it in the .mod file is similar between
the four versions.

varexo e $e_t$ (long_name = ’Productivity shock’);
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Table 2.18 Declaration of endogenous variables

Nonlinear model Linear model
Variable in levels Variable in logarithm Variable in levels Variable in logarithm
(mod1) (mod2) (mod3) (mod4)
var var var var
c cc ct ch
i ii it ih
y yy yt yh
k kk kt kh
h hh ht hh
r T 1t rh
WW wt wh
a aa at ah

B > > >

where: $e_t$ is the name that the variable will take in LﬁTEX,5 and (long_name =
"Productivity shock’ ) is the “long” name that is assigned to the variable.

Parameter definition Table 2.19 describes the parameter definition, which is
similar in all four .mod files. It is worth mentioning that not only the parameters
associated with the equations are indicated, such as the production function, for
example, but also the steady state values are defined as parameters.

After defining the parameters, it is necessary to indicate to Dynare the values of
each one (calibration), including the steady state values. This is important because,
in the linear model, the value of the steady state of some variables usually appears
multiplicatively or additively and also because these steady states are placed in the
block of initial values. Table 2.20 describes how to enter parameter values in Dynare.
These codes are written after the parameter block and before the model block.

Where Does Dynare Store Information About Variables and Parameters?
Dynare, after reading the .mod file, creates a variable in Matlab’s workspace: M_,
in which it stores model information. Under Matlab’s categorization of variables,
this variable is a structure; that is, it can contain other variables, such as numeric
(arrays and vectors), logical, and string (text); it may even contain another structure.

In Fig.2.4 it is observed that the variable M_ contains a wide set of other
variables. This section mentions those in which Dynare saves the name of the
variables and the parameters of the model. It is worth mentioning that since these
Matlab variables store text (names), then under the Matlab typology, they are “string
(char)” variables:

S IATEX format is a free source software designed to write texts with high typographic quality.
It is a very flexible tool due to the number of options it has, especially to include mathematical
expressions (equations, regression tables, optimization problems) in an elegant and simple way.
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Table 2.19 Parameter declaration

Parameters

theta $ \theta$ (long_name = *weight of leisure in utility function’)

beta $ \beta$ (long_name = ’discount factor’)

alpha $ \alpha$ (long_name = ’labour share of national income”)

rho $ \rho$ (long_name = ’shock persistence’)

sigma_ee $ \sigma_e$ (long_name = ’std shock offset’)

y_ss
c_ss
i_ss
W_ssS
r_ss
k_ss
h_ss
a_ss

>

Note: This parameter declaration belongs to Mod1

Table 2.20 Declaration of
parameter values

Fig. 2.4 Structure M_.

(Note: This structure M_ is

obtained from the file
“Long_Plosser_Dynare_nolinear_log.mod”)

For (mod1) to (mod4)

h_ss=0.2;

beta=0.984;

alpha=0.667;

rho=0.979;

sigma_ee=0.0072;

theta=alpha*(1-h_ss)/(h_ss*(1-beta*(1-alpha)));

r_ss=1/beta;

a_ss=1;

k_ss=h_ss*(1/(beta*(1-alpha)))”"(-1/alpha);

i_ss=k_ss;

y_ss=k_ss*(1/(beta*(1-alpha)));

c_ss=k_ss*(1/(beta*(1-alpha))-1);

w_ss=alpha*y_ss/h_ss;

£ M_ <ha) ghruct>
Freld Value Min  Class
=~ thame Long_Plosser_Dynare_nclineal_log char
buar 1 double
1] params <131 double> 00072  double
enda_hestval 1 double
Correlation_matra 1 1 double
1] Corelation_matr ME 1 1 double
¢ char
e char
Choque de productndaed chae
<82 char> chae
< ¢ char
< char
char
= param_names_tex <13a8 » chae
. param_names_long <138 char> char




2 Dynare Foundations: Solving and Simulating DSGE Models

Variable associated with model name: “fname” is a variable that contains the
name of the .mod file.

Variables associated with the exogenous variable: In this case there are three
variables. The first is “exo_names,” which contains the name of the exogenous
variable; the second is “exo_names_tex,” which contains the name that the
variable will take in IATEX format; and finally “exo_names_long,” which contains
the long names of the exogenous variables.

Variables associated with the endogenous variable: As in the case of the
exogenous variable, there are also three variables for the endogenous vari-
able. The first is “endo_names,” which contains the names of the endogenous
variables; the second is “endo_names_tex,” which includes the name that the
variables will take in IATEX format; finally, “endo_names_long” contains said
extended names of the endogenous variables.

Variables associated with the parameters: In this case there are four variables.
One of them is “params,” which contains the values of the parameters (in the
same order as they were written in the parameters block in the .mod). The
remaining three variables are associated with the names of the parameters: The
first is “param_names,” which contains the names of the parameters; the second
is “param_names_tex,” which includes the name that the parameters will take in
IXTEX format; and finally “param_names_long,” which contains the long names
of the parameters.

It is worth mentioning that to extract a variable found within the structure M_

it is enough to write in the Matlab Command Window: “M_.VariableName.” For
example, if you want to extract the name of the .mod file, you would type the
following:

> M__.fname
This will show:

ans =
Long_Plosser_Dynare_nonlinear_log

It may be necessary to extract the long version of the endogenous variable names.

In this case, the following is written in the Matlab Command Window:

> M_.endo_names_long
This will show:

ans =
Ln Consumption
Ln Investment
Ln Product
Ln Capital
Ln Work
Ln Real interest rate
Ln Real wage
Productivity
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It is important to mention that one of the variables that has the structure M_ is
Sigma_e. This is a special Dynare variable, and you cannot use this name to define
another variable in the .mod file (for example, the standard deviation of shock).
Sigma_e is the variance—covariance matrix of the stochastic shock and is written
as an upper or lower triangular matrix. For example, for the nonlinear model with
variables in logarithm (mod2), Sigma_e = 0.00005184, which corresponds to the
variance of the shock. Since in the .mod file, we define the standard deviation of
the shock as sigma_ee = 0.0072, then the variance is 0.00005184, which Dynare
calculates and saves in Sigma_e (variable of the structure M_).

2.4.3 Model

Table 2.21 mentions how to write the nonlinear model in Dynare considering the
variables in levels or in logarithms. The main takeaways from this table, which are
applied to any model, are the following:

¢ Definition of time: It is important to mention how Dynare considers “time.” First
of all, when you write a variable in Dynare in the current period “t,” just write
down the variable without any time label. For example, current consumption in
our model (¢;) is written in the mod file as “c.” If you want to write a variable
ahead by one period, you write “c(+1)” in the .mod file, which represents ¢, in
our model.

e Control variables: Dynare considers control variables to be written in “t,”
and variables accompanied by (+1) are forward looking. In this case, it is
not necessary to write the expectations because Dynare understands that any
variable written in (+1) is always accompanied by the expectations operator
E;. For example, the Euler equation described in Table 2.21 does not carry the
expectation operator.

Table 2.21 Nonlinear model declaration

Variables in levels (mod1) Variables in logarithms (mod?2)

model; model;

1/c=beta*(1/c(+1))*(r(+1)); 1/exp(cc)=beta*(1/exp(cc(+1 )))*(exp(rr(+1)));
k=i; exp(kk)=exp(ii);

theta/(1-h)=w/c; theta/(1-exp(hh))=exp(ww)/exp(cc);

y=a*((k(-1))"(1-alpha))*h"(alpha); | exp(yy)=exp(yy
)*((exp(kk(-1)))" (1-alpha))*exp(hh)" (alpha);

r=(1-alpha)*y/k(-1); exp(rr)=(1-alpha)*exp(yy)/exp(kk(-1));
w=(alpha)*y/h; exp(ww)=(alpha)*exp(yy)/exp(hh);
y=C+i; exp(yy)=exp(cc)+exp(ii);
In(a)=rho*In(a(-1))+e; aa=rho*aa(-1)+e;

end; end;
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* State variable: It is important to mention that capital, in this model, is a state
variable. That is, in “t” capital is already determined. So, the capital in period
“t+1” is k41 in our model, which is determined at “t.” Therefore, when we
write that in Dynare, “k” must be placed to represent k;11, and when k; appears
in an equation, it must be written in Dynare as “k(—1).” This can be seen in
the capital demand and production function in Table 2.21. For example, the
production function is y; = a,k;"_lh? in our model, which is written in Dynare
as y=a*((k(—1))"(1-alpha))*h”(alpha).

Additionally, some specific conclusions can be drawn from Table 2.21:

¢ Nonlinear model with variables in levels (mod1): In this case, the variable
that represents consumption is “c,” which is similar for the other variables. The
equations are written the same way as on the paper; that is, they are the nonlinear
first-order relations that arise from the optimization. When Dynare is asked to
perform the linearization, it will create the variable x = x — x;.

* Nonlinear model with logarithmic variables (mod2): In this case, Dynare
defines the variable “In x” as “xx.” This is done in order to consider the variables
in logarithms. So, in each equation of the nonlinear system, instead of writing
“x,” we rewrite that variable as “exp(In x),” which yields the same “x.” But we
know that “xx = In x,” so “exp(In x)” becomes “exp(xx).” This last expression is
what is written in Dynare for each variable. When Dynare is asked to perform
the linearization, it will create the variable xx = xx — xx;; = Inx — Inxg.

Regarding the linear version of the model, Table 2.22 shows the two alternatives
to linearize the model: in levels (mod3) or in logarithms (mod4). It is worth
mentioning that this linearization is previously done by the user, and then the
linearized model is written in Dynare. In this case, Dynare will no longer apply
the first-order Taylor approximation on the model. This is different from the two
previous models where the user wrote the nonlinear model and only changed the
nature of the variable (linear or logarithmic). From Table 2.22 some considerations
can be deduced:

Table 2.22 Linear model declaration

Variables in levels (mod3) Variables in logarithms (mod4)
model(linear); model(linear);
ct=beta*(r_ss*ct(+1)-c_ss*rt(+1)); ch=ch(+1)-rh(+1);

kt=it; (h_ss/(1-h_ss))*hh=wh-ch;
wt=(w_ss/(1-h_ss))*ht+(theta/(1-h_ss))*ct; kh=ih;
yt=(y_ss/a_ss)*at+(1-alpha)*(y_ss/k_ss)*kt(-1) yh=ah+(1-alpha) *kh(-1)+alpha*hh;
+alpha*(y_ss/h_ss)*ht;

(y_ss/k_ss)*kt(-1)=yt-(k_ss/(1-alpha))*1t; rh=yh-kh(-1);
wt=(alpha/h_ss)*yt-((alpha*y_ss)/(h_ss)"2)*ht; wh=yh-hh;

yt=ct+it; yh=(c_ss/y_ss)*ch+(i_ss/y_ss)*ih;
at=rho*at(-1)+e; ah=rho*ah(-1)+e;

end; end;



2.4 Long and Plosser (1983)’s Model: Application in Dynare 83

Table 2.23 Declaration of initial values

Nonlinear model Linear model
Variables in levels | Variables in logarithms | Variables in levels | Variables in logarithm

(modl) (mod2) (mod3) (mod4)
initval; initval; initval; initval;

h =h_ss; hh =log(h_ss); ht =0; hh =0;
k =k_ss; kk =log(k_ss); kt =0; kh =0;
i =i_ss; il =log(i_ss); it =0; ih =0;
c =C_sS; cc =log(c_ss); ct =0; ch =0;
w =W_sS; WW =log(w_ss); wt =0; wh =0;
r =r_ss; T =log(r_ss); rt =0; rh =0;
y =y_ss; yy =log(y_ss); yt =0; yh =0;
a =a_ss; aa =log(a_ss); at =0; ah =0;
end; end; end; end;

¢ Linear model: When you want to write a linearized model in Dynare, you must
place the option 1inear in the block model. This is done as follows: model
(linear); . . . end.

¢ Linear model with variable in levels (mod3): In this case, the variable xt =
X — Xy has been defined. This variable is the one that represents the variable X;
of Table 2.14.

¢ Linear model with variable in logarithm (mod4): In this case, the variable
xh = Inx — Inxg, has been defined. This variable is the one represented by the
variable X; of Table 2.15.

An important difference in the equations between the nonlinear and the linearized
model is that in the latter the steady state values are present in the equations.

2.4.4 Initial Values

The initial values are important because they are the starting point that Dynare uses
to calculate the steady state through successive approximations. Usually, we first
calculate the steady state manually and then enter it in the initial values block.
Table 2.23 contains the way to enter the initial values in Dynare according to the
type of model we are using. The following conclusions can be drawn from this
table:

¢ Nonlinear model with variables in levels: In this way of writing the model,
the initial value of each variable is the steady state previously defined in the
parameter block “parameters ” and then calculated (see Table 2.20).

¢ Nonlinear model with variables in logarithm: Because the variable that
has been defined is the logarithm of itself (xx = In x), then “xx =
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Inisplacedintheinitialvaluesxss.” It is worth mentioning that in Matlab the
natural logarithm (In) is expressed as “log.”

¢ Linear model with variables in levels: Given that the defined variable is “xt =
X — X5, then in the block of initial values it is placed: xt = x5 — x4, S0 xt = 0.

¢ Linear model with logarithmic variables: Similarly to the previous case, since
the defined variable is “xh = Inx —Inx,,,” then the steady state is “xh = Inxg; —
Inxs,” and, consequently, xi = 0, this being the value that is placed in the block
of initial values for all variables.

Resid This command, placed after the initial values block, calculates the residual
in each equation when each variable is replaced by its initial value; that is, put the
initial values in each equation and compute the remainder between the expression on
the right minus the expression on the left. For example, for the production function:

F =y —ak! ~h®
In steady state:
F=y—ak'™h®

What Dynare does is plug the initial values into this equation and compute the
remainder (F). If this remainder is zero, it means that the initial values entered are
exactly correct; that is, we have correctly calculated the steady state. It may be that
the residual is different from zero, which indicates that we have made a mistake in
the calculation of the steady state, and still, Dynare finds the true value of the steady
state. This is because Dynare needs a starting point close to the true value of the
steady state and with that start to iterate. After calculating the steady state, Dynare
will display these values in Matlab’s prompt, which is found in Table 2.24.

In addition, Table 2.24, which corresponds to the nonlinear model with variables
in logarithm, indicates that the initial values (calculated steady state) considered
are exactly the correct steady states of the model; therefore, the remainder of each
equation is equal to zero. If we have not placed the initial values correctly, Dynare
will show that the residual is different from zero in some equations, which gives
us information to detect in which variable we have not calculated the steady state

Table 2.24 The Resid

Residuals of the static equations:
command: results

Equation number 1 : 0
Equation number 2 :
Equation number 3 :
Equation number 4 :
Equation number 5 :
Equation number 6 :
Equation number 7 :

S O o o o o o

Equation number 8 :
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Table 2.25 Steady State

Nonlinear model Linear model

Variables in levels | Variables in logarithms | Variables in levels | Variables in logarithm

(mod1) (mod2) (mod3) (mod4)
c 0.0770361 cc —2.56348 ct 0 ch 0
i 0.037545 ii —3.28221 it 0 ih 0
y  0.114581 vy —2.16647 yt 0 yh 0
k  0.037545 kk —3.28221 kt 0 kh 0
h 02 hh —1.60944 ht 0 hh O
r 1.01626 T 0.0161294 rt 0 rh 0
w  0.382128 ww  —0.962 wt 0 wh O
a 1 aa 0 at 0 ah 0

correctly. If the residual is very large, it means that the initial values are very
different or very far from the steady state and Dynare could stop the process because
it could not find the steady state from the given initial point.

2.4.5 Steady State

Table 2.25 shows the results of applying the command steady ;. Some conclu-
sions can be drawn from this table:

* Nonlinear model with variables in logarithms (mod2): Let us remember that
in this model the variables are expressed in logarithms. For example, the log
of consumption is represented by “cc”; that is, cc = Inc. Then in steady state
ccgs = Incgg. Considering that ccgg = —2.56348, then ¢y = exp(—2.56348) =
0.0770361. The same is done with the other variables.

¢ Linear model: In the case of the linear model with variables in levels (mod3), it
is known that each variable is expressed as the difference between its level and
its steady state. For example, for consumption, we have ct = ¢ — cgs. Evaluating
the variable in steady state we have: ct;; = 55 — ¢5s = 0. In a similar way,
we have the linear model with variables in logarithm (mod4). For example, for
consumption, we have ch = Inc — Incgs. When evaluating this variable in steady
state: chgy = cg5 — c55 = 0.

Where Does Dynare Store the Steady States?
Dynare creates a structure variable (similar to M_) called oo_, in which it saves
the simulations, the steady state, the moments of the endogenous variables (mean,
variance, and autocorrelation), and the impulse-response function of each variable.
Figure 2.5 shows all the variables that have the oo_ structure.

In particular, the variable that contains the steady states calculated by Dynare is
“oo_.steady_state” (see Fig.2.6).
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Fig. 2.5 Structure oo_. [ oo, <t stuct>
(Notle. This oo_ structure is g = s los
obtained from the file 1] exo_simul [0:0:0] . e
“Long_Plosser_Dynare H enda_simul I double
. 2 |-E| dr <1x1 struct> struct
_nolmear_log.mod ) | exo_steady_state 0 0 double
1 exo_det_steady_state [1 double
|11 exo_det_simul [1 double
1 steady_state [-2.5635;-3.2822;-2.1665;-3.2822:-1.609... -3.2822 double
] gamma_y <fix] cell> cell
H mean [-2.5635,-3.2822:2.1665;-3.2822,-1.600.. -3.2822 double
1 var <B8x8 double> ] double
)| autocomr <15 cell> cell
|-E| irfs <1x1 struct> struct
Fig. 2.6 90_.St§ady_state. £ oo_.steady_state <8¢1 double>
(Note: This variable . i
oo_.steady_state is obtained
from the file . Lt
“Long_Plosser_Dynare_nolinear_log.mod”) B 22
3 2.1665
4 3.2822
5 1.6094
6 0.0161
7 0.9620
3 0
Table 2.26 Clash definition shock:

var € = (sigma_ee)"2;
end;

2.4.6 Definition of Shock

For all four .mod files the shock is defined similarly. Table 2.26 shows how the
variance of the productivity shock is written in Dynare.

2.4.7 Model Evaluation

To evaluate the model, the code check; is placed. The result of this command is
the vector of eigenvalues of matrix F. This matrix is obtained by writing the model
(a system of linear equations) in state-space form. Equation (2.2) reflects the state-
space version of the model. Chapter 3 describes how this equation is obtained in
greater detail.

X1 X;
=F GV, 2.2
|:Eth+1} [Yj ARG =2
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Table 2.27 Eigenvalues

Nonlinear Model

Variables in levels (mod1) Variables in logarithms (mod2)

Module Real Imaginary Module Real Imaginary
0.333 0.333 0 0.333 0.333 0

0.979 0.979 0 0.979 0.979 0

3,052 3,052 0 3,052 3,052 0

Low —Low 0 9.84E+15 —9.84E+15 0

There are two eigenvalues greater than 1 There are two eigenvalues greater than 1

in modulo for 2 variables forward looking in modulo for 2 variables forward looking
The range condition is checked The range condition is checked

Linear Model

Variables in levels (mod3) Variables in logarithms (mod4)

Module Real Imaginary Module Real Imaginary
0.333 0.333 0 0.333 0.333 0

0.979 0.979 0 0.979 0.979 0

3,052 3,052 0 3,052 3,052 0
4.59E+17 4.59E+17 0 Inf —Inf 0

There are two eigenvalues greater than 1 There are two eigenvalues greater than 1

in modulo for 2 variables forward looking in modulo for 2 variables forward looking
The range condition is checked The range condition is checked

In Table 2.27 the vector of eigenvalues of each model is written; in addition,
Dynare displays a message indicating whether the model satisfies the Blanchard and
Kahn condition. For example, in mod1 it is observed that there are four eigenvalues
whose modules are: 0.333, 0.979, 3.052, and oo. Of these four modules, two are
greater than one. On the other hand, the model has two variables forward looking
ct+1 and ryy1. Therefore, the Blanchard and Kahn condition is fulfilled, which
indicates that if the number of eigenvalues whose modulus is greater than one is
equal to the number of variables forward looking, then the system has a unique
solution. This is the message that Dynare prints on the screen.

Where Does Dynare Store the Vector of Eigenvalues?
Inside the oo_ structure that Dynare creates when processing the model is the oo_.dr
structure. This structure stores two important variables: the eigenvalues and the
decision rule; that is, the solution of the model. Figure 2.7 shows the variables
contained in oo_.dr.

Figure 2.8 shows the variable oo_.dr.eigval, which contains the vector of
eigenvalues.
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£l oo_.dr <1x1 struct>

Field Value Min Class
|1 eigval [0.3330 + 0.0000i;0.9790 + 0.0000i;3.051... 0.3330 double (co...
I_];, order_var [2:3;5;7:4:8;1:6] 1 double
1 inv_order_var [7:1;2:5;3;8,4:6] 1 double
| kstate <4x4 double> 0 double
i transition_auxiliary_vari... [] double
1 ys [-2.5635;-3.2822;-2.1665;-3.2822;-1.609... -3.2822 double
- ghx <8x2 double> -0.6670 double
|11 ghu [1.0000;1.0000;2.5432e-14;1.0000;1.0000... 2.5432... double
|_.;| state_var [48] 4 double
O g [0.3330 0.9790;-0.6670 0.9790] -0.6670 double
| 11 Gy [0.3330 0.9790;0 0.9790] 0 double

Fig. 2.7 Decision rules (oo_.dr). (Note: This oo_.dr structure is obtained from the file
“Long_Plosser_Dynare_nolinear_log.mod”)

Fig. 2.8 oo_.dr.eigval.
(Note: This vector

11 oo_dr.eigval <dx! complex double>

1 2 3
oo_.dr.eigval is obtained from —

- 1 0.333
e e —=
“Long_Plosser_Dynare_nolinear_log.mod”) 3 3.0518

4 -9.8365e+15
3

2.4.8 Solution

Table 2.28 shows the model solution (policy and state function) for the four .mod
files. It is worth mentioning that the code used to obtain the solution is

stoch_simul(order = 1,irf = 40);

where: “order = 1” indicates that the model should be approximated by the first-
order Taylor expansion. This option does not work when in the model block it has
been specified that the model is linear by means of “model (1inear).” Some
observations emerge from Table 2.28:

* Nonlinear model with variable levels (mod1l): For consumption “c,” the
solution is as follows:

¢ =0.077 + 0.683k(—1) + 0.075a(—1) + 0.077¢

Since Dynare has been asked to linearize the system (order=1), which gives a
system of equations like Table 2.14, then the state variable k(—1) and exogenous
a(-1) are expressed as deviations from their steady state. Thatis: k(—1) = k; — kg
and a(—1) = a;_1 — ay; then:
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Table 2.28 Policy and state function

Nonlinear model: variables in levels (mod1)

c i y k h r w a
Constant | 0.077 0.038 0.115 0.038 0.2 1.016 0.382 1
k(—1) 0.683 0.333 1.016 0.333 0 —18.054 |3.389 0
a(—1) 0.075 0.037 0.112 0.037 0 0.995 0.374 0.979
e 0.077 0.038 0.115 0.038 0 1.016 0.382 1
Nonlinear model: variables in logarithm (mod2)

cc ii yy kk hh r WW aa
Constant | —2.563 | —3.282 | —2.166 | —3.282 |—1.609 |0.016 —-0.962 |0
kk(—1) 0.333 0.333 0.333 0.333 0 —0.667 0.333 0
aa(—1) 0.979 0.979 0.979 0.979 0 0.979 0.979 0.979
e 1 1 1 1 0 1 1 1
Linear model: variables in levels (mod3)

ct it yt kt ht It wt at
kt(—1) 0.683 0.333 1.016 0.333 0 —18.054 |3.389 0
at(—1) 0.075 0.037 0.112 0.037 0 0.995 0.374 0.979
e 0.077 0.038 0.115 0.038 0 1.016 0.382 1
Linear model: variables in logarithm (mod4)

ch ih yh kh hh rh wh ah
kh(-1) 0.333 0.333 0.333 0.333 0 —0.667 0.333 0
ah(—1) 0.979 0.979 0.979 0.979 0 0.979 0.979 0.979
e 1 1 1 1 0 1 1 1

This table has been built based on what Dynare shows in the Matlab prompt, maintaining the
(initial) order of the variables that appear in the .mod

¢ = 0.077 4 0.683(k; — kss) + 0.075(a;—1 — ass) + 0.077¢;

It is worth mentioning that the constant 0.077 is the steady state value of
consumption.

(c¢; —0.077) = 0.683(k; — kys) + 0.075(a;—1 — ass) + 0.077¢;
Factoring 0.077 from (a;—1 — ags) and e;, we have
(c; —0.077) = 0.683(k; — kss) + 0.077(0.979(a;—1 — ags) + €;)
It is known that in the nonlinear model, the productivity equation is lna; =
plna;_1+¢€;. However, when we ask Dynare to linearize the system, this equation

is transformed into a; = 0.979a;_; + e;, where @; = a; — ass. Therefore,
substituting this expression in the previous equation:
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(¢; — 0.077) = 0.683k, + 0.0774;
————

Ct
¢, = 0.683%k, + 0.0774,

This is the consumption policy function (expressed in deviations from its
steady state): ¢; = F (E,, a;). The coefficients are read as follows: A one unit
increase in ky (holding everything else constant) produces an increase of ¢
by 0.683 units; that is, if capital today is one unit away from its steady state,
consumption is 0.683 units away from its steady state. These coefficients allow
calculating in units the deviation of the variables with respect to their stationary
state; however, a more appropriate measure would be to consider said deviation
in percentage terms. To do this, the following can be done:

(c; — 0.077) = 0.683(k; — kss) + 0.077(a; — ass) + €

—0.077 ke — kss -
(Cf_—)c” = 0.683(']{—“)/% +0.077 m’—a”)am + €

Css s Ass
Cress = 0.683kikys + 0.077a a5, + €
Ciegs = 0.683ks ks + 0.077a,,a; + €
7,0.077 = 0.683  0.0375k; + 0.077 1, + ¢
7,0.077 = 0.0256k, + 0.077a; + € (2.3)

From equation (2.3), the variable X; is read as the deviation percentage of the
variable with respect to its steady state. So: a 1% increase in E, that is, that capital
is increasing by 1% with respect to its steady state and produces an increase of
(0.0256/0.077)*1% = 0.333% of ¢;; in other words, consumption deviates above
its steady state by 0.333%.

Nonlinear model with variables in logarithms (mod2): In this case, for
example, the solution for consumption is

cc = —2.563 + 0.333kk(—1) + 0.979aa(—1) + e

Considering that Dynare has performed the linearization taking into account that
each variable is expressed in logarithm, then cc; = Inc;, but the state variable and
the exogenous variable are expressed as kk(—1) = Ink; — Inkgs and aa(—1) =
Ina;_1 — Inagg.

Inc, = —2.563 + 0.333(Ink; — Inkgs) + 0.979In(lna,—1 — lnags) + ¢

The constant in this equation corresponds to the steady state of the variable;
that is, Incgg = —2.563, and then: ¢;3 = exp(—2.563) = 0.077, which coincides
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with what was calculated in the first model (modl). Plugging this into the
previous equation:

Inc; = —2.563 + 0.333(Ink; — Inkgs) + 0.979(Ina;—1 — lnagg) + e;
Inc; — Incgs = 0.333(Ink; — Inkgs) + 0.979(Ina;—1 — Inags) + e
& = 0.333k +0.9798,_1 + ¢
—_—

ag

o =0333k +a (2.4)

In this case, the coefficients are elasticities; that is, if capital increases by 1%
with respect to its steady state (keeping everything else constant), consumption
increases by 0.333% with respect to its steady state.

* Linear model: Regarding the linear model, it can be seen that it has the same
coefficients as in the nonlinear model, which was linearized by Dynare. The main
difference is that when we introduce a linear model in Dynare, the steady state is
zero; therefore, no intercept appears in the equations of the linear model (mod3
and mod4).

From the above, two conclusions are important to mention: The first is that it
is preferable that in the policy functions, each variable is expressed in percentage
deviations with respect to the steady state; that is, variables in logarithms are
preferred. This is because the solution coefficients are understood as elasticities
allowing a simple reading of the impulse-response function. The second conclusion
is that the policy and state function coefficients will be the same if we put the
nonlinear or linearized model into Dynare. For example, the nonlinear model
(mod1) and the linear model (mod3) have the same coefficients for variables in
levels. Similarly, for variables in logarithm (mod2 and mod4).

Where Does Dynare Store the Coefficients of the Policy and State Function?
Dynare stores the policy and state function in several variables inside the “oo_.dr”
structure. There are some considerations to capture the coefficients of these
functions correctly.

[1] Variable order The initial variable order, as written in the .mod file, is as
follows: ¢, 1, ¥, k, h, r, w, a. So, consumption comes first, investment comes second,
and so on for the other variables. However, when Dynare solves the system, it
reorders these variables, saving the new order to “oo_.dr.oder_var.” This variable
returns a vector of numbers that contains the new position of the variables: 2, 3, 5,
7, 4, 8, 1, 6. This means that the variable that was at initial position 2 (which is
the inversion) now it is in the first place. For instance, consumption was initially
in the first position, but now it appears in position 7. This is important because the
coefficients of the solution correspond to this new order. Then the reordered variable
vector is
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Initial position Reordered position
1 ¢ i ] 2
2 i y 3
3 y h 5
4 k w 7
5 h| Tk 4
6 r a 8
7 w c 1
8 La | L7 | 6

[2] Policy and state functions as a system of equations. Let be the vector of
rearranged endogenous variables Y;, the vector of steady state values Y, the matrix
containing the coefficients of the state variables “ghx,” the vector of the state
variables X;, and the vector containing the coefficients associated with the error
“ghu.” So, the system of equations representing the policy and state functions is

Y =Y + ghx x X; + ghu = U;

Writing this system in its extensive form:

i Iss Nik Mia Niu
y Yss Nyk Nya Nyu
h hss Nhk Nha Nhu
w _ Wss + Nwk Mwa % |:k(_1):| + Nwu %e
k ks Nkk Mka a(—1) Nku
a Ass Nak MNaa Nau
c Css Neck TNea Neu
L7 L Iss | L Mrk Mra | L ru

For example, the investment policy equation is
i = iss + nikk(=1) + niga(=1) + niye
So, for mod2, in Table 2.28, we have
i =—3.28240.333k(—1) + 0.979a(—1) + le
[3] Coefficients of these functions in oo_.dr. The steady state vector is found in
“oo_.dr.ys,” which maintains the initial order of the variables. The new order only

applies to the array associated with the status and error variables stored respectively
in “oo_.dr.ghx” and “oo_.dr.ghu.”
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£l oo_.irfs <1x1 struct>
Field Value Min Class

HH cc_e <1x40 double> 0.0048 double
|-H ii_e <140 double> 0.0048 double
l:|:| yy_e <1x%40 double> 0.0048 double
|_i_l kk_e <1x%40 double> 0.0042 double
|- hh_e <1x40 double> 0 double
|;|j m_e <1x40 double> -1.983... double
HH ww_e <1x40 double> 0.0048 double
|:|:| aa_e <140 double> 0.0031 double

Fig. 2.9 Impulse-response function (oo_.irfs). (Note: This impulse-response function is obtained
from the file “Long_Plosser_Dynare_nolinear_log.mod”)

[ —2.563] 033 0979
—3.282 0.333 0.979
~2.166 3.09E — 15 1.03E — 14
oo_.drys = —3.282 oo_.dr.ghx = 0.333 0.979
- —1.609 B 0.333 0.979
0.016 0 0.979
~0.962 0.333 0.979
L 0 | 0667 0979
-
1
2.54E — 14
oo_.dr.ghu = i
1
1
L 1 i

2.4.9 Impulse-Response Function (IRF)

As mentioned previously, the oo_ structure also contains the impulse-response
function of the model. Since all endogenous variables are required to respond to
the impulse, then Dynare creates another structure called “irfs,” in which it stores
the impulse-response function of each variable, as can be seen in Fig. 2.9.

For example, if only the consumption impulse-response function is required,
click on the variable “oo_.irfs.cc_e.” As shown in Fig.2.10, the variable
“oo_.irfs.cc_e” contains a vector of 40 periods, which was defined in
stoch_simul when it put “irf=40."
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o_atycc_e < 1w double

1

Fig. 2.10 Consumption impulse-response function (oo_.irfs.cc_e). (Note: This impulse-response
function is obtained from the file “Long_Plosser_Dynare_nolinear_log.mod”)

cc ii %%
0.015 0.015 0.015

0.01\ 0.01\ 0.01 \
0.005 0.005 0.005

10 20 30 40 10 20 30 40 10 20 30 40

kk x10”

0.01 \ 5\ 0.01 \

0.005 0 0.005

10 20 30 40 10 20 30 40 10 20 30 40
aa

0.005 \

10 20 30 40

Fig. 2.11 Impulse-response function (Dynare graph). (Note: This impulse-response plot is
obtained from the file “Long_Plosser_Dynare_nolinear_log.mod”)

Dynare also plots each of the variables found in the “oo_.irfs” structure; however,
the graph is essentially basic in the sense that the lines are not modified and,
furthermore, it does not consider the names of the variables in their extended
version. This can be seen in Fig. 2.11.

Figure 2.11 could be improved if a code is built in Matlab that is fed from the
.mod file and that graphs with the extended names of the variables and aesthetic
modifications in the graph. This is done in the code “irfs_nolinear_log.m,” and you
can see the result in Fig. 2.12.

Description of the code First, the .mod file is run (line 1 of the code):
dynare Long_Plosser_Dynare_nonlinear_log.mod;

Then an array containing all the impulse-response functions (IRF) is defined in
line 2 of the code. Third, a cell array containing the variable names (names) is
defined. Finally, a loop is built to plot each impulse-response function with the
appropriate variable name and the appropriate line size (lines 4 through 9 of the
code). The last two commands of this code segment place the sheet where the
graph is saved in landscape orientation (orient landscape) and then save it in
pdf extension (line 11).
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Fig. 2.12 Impulse-response function (Matlab plot). (Note: This impulse-response plot is obtained
from the file “ifrs_nolinear_log.m”)

2.4.10 Sensitivity Analysis

The Fig.2.13 shows the impulse-response function for three values of the persis-
tence of the productivity shock. It can be seen that the greater the persistence of the
shock, the greater the reaction of each endogenous variable (except the interest rate
and labor, which remain at their steady state value). In addition, it can be seen that
the variables take more time to return to their steady state. This graph is obtained by
writing the following codes in the .mod file after writing stoch _simul.

°

% Valores del parametro

rhos = [0.5 0.7 0.9];

for j= 1l:size(rhos, 2)

rho = rhos(j);

stoch simul (order=1, irf=40, nograph, nomoments,nofunctions) ;

L TR NV S SO SR O

oo_sen{j} = oo_;

end;

% Grafica

name = {'Consumo',
'Inversion', 'Produccion', 'Capital', 'Trabajo', 'Tasa de
interes real', 'Salario', 'Productividad‘};

1o field name = fieldnames(oo_sen{1l}.irfs); time = 1:40;
1 for j=1:size(name,?2)

12 subplot (2,4,7)

13 plot (time,o0o _sen{1l}.irfs. (field name{j}), ...
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14 time,oo sen{2}.irfs. (field name{j})
15 time,oo_sen{3}.irfs. (field name{j})
16 'LineWidth', 1.5)

17 title (name{j})

18 grid;

19 end;

20 legend('\rho=0.5"', '\rho=0.7', '\rho=0.9"');

21 orient landscape
» saveas (gcf, 'analisis sensibilidad', 'pdf') ;

Code description This code has two parts. The first consists of saving the
simulation of the model before each value of the productivity persistence. To do
this, a vector of persistence values is defined (line 2), and then stoch_simul is
applied to the three values, and each result (0o_) is stored in a cell vector (oo_sen).

The second part of the code is to plot the impulse-response function under the
three values of the parameter. To obtain this graph, first, the name of the variables
is defined, whose order is described at the beginning of the .mod file. Second, the
names of the structure “oo_sen{1}.irfs” (line 9) are extracted (as a cell vector). The
utility of this is that it will serve to make loops with structures. Third, a loop is
built to plot the impulse response of each variable to the three persistence values.
Line 13 is of special importance: The code “oo_sen{1}.irfs.(field_name({j})” for
j=11s “oo_sen{1} .irfs.cc_e.” For j=2 it is “oo_sen{1}.irfs.ii_e” and so on. In this,
you can see the usefulness of the “field” of a structure variable. Finally, the code
orient indicates the orientation of the sheet in which the graph will be saved, and
the code saveas indicates the name and extension with which the graph will be
saved (usually, it is saved in pdf or eps for its usefulness in I&TEX).

2.4.11 Simulation of Endogenous Variables

After Dynare finds the solution of the linearized system, the ARMA(p,q) time series
representation of the endogenous variables can be obtained. For example, from
Table 2.28 for the capital of the nonlinear model with variables in logarithm, we
have

kki11 = kkgs + neckks + nkqaa;—1 + €
kkiy1 — kkss = nkckk; + nraaa;—1 + &
(Inki1 — Inkss) = nik(Inky — Inkss) + Nia(Ina;—1 — Inags) + &
ki1 = nkikcks + TkaG—1 + €
ki1 = 0333k +0.9798,-1 + €

ar
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Fig. 2.13 Sensitivity analysis: Persistence of the productivity shock p. (Note: This impulse-
response graph is obtained from the file “Long_Plosser_Dynare_nolineal_log.mod”)

Trs1 = 0.333k, + @
(1 —0.333L)ki41 = a (2.5)

Considering that productivity, which behaves like an AR(1), can be expressed in
its MA(o0) form, thus:

aa; = gaa;—1 + &

(I —¢L)aa; = &

€t
aq; = ————
1—9¢L
Given : az =1
€
lna, - lnass = j
~ €t
= 2.6
ar 1—¢L (2.6)

Introducing the equation (2.6) in the equation (2.5), we have that capital behaves
like an AR(2):
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£l oo_ <1x1 struct>

Field

Value Min Class
}_._, exo_simul <150x1 double> -0.0222 double
EH endo_simul <8150 double> -3.3402 double
!_:, dr <Tx1 struct> struct
=8| exo_steady_state 0 0 double
S exo_det_steady_state [] double
]_i_- exo_det_simul [l double

i_;'_;stead)r_stale [-2.5635;-3.2822;-2.1665;-3.2822;-1.609... -3.2822 double

[ mean [-2.5785;-3.2072,-2.1815;-3.2972;-1.609... -3.2072 double
i_i_]\-'al <8x8 double> 2.0146... double
I[], autocormr <1x5 cell> cell
_]i, irfs <1x1 struct> struct
Fig. 2.14 Structure oo_ (simulation). (Note: This structure is obtained from
“Long_Plosser_Dynare_nolineal_log.mod”)
(1 —-0.333L)k; 1 = a;
—~ €
(1 -0333L)kys) = ——
1—¢L
—~ €
kip1 = (2.7)

(1 —0.333L)(1 — L)

Given that we have the time series expression for each variable, Dynare could
simulate the behavior of each variable assuming a random behavior N (O, 082)
for the error €. For Dynare to perform this task, it is enough to indicate in the
stoch_simul the number of periods (periods) that we want the variable to
have. For example:

stoch simul (order=1, periods = 150)

Three results can be emphasized about this code: Firstly, the simulated variables
are stored in the oo_ structure, in particular in the variables “exo_simul” and
“endo_simul” (see Fig.2.14). The first variable contains the simulated exogenous
variable; that is, the error ¢, that is distributed as a normal with zero mean
and constant variance 062 (see Fig.2.15). The second (endo_simul) contains the
simulation of all the endogenous variables (in this case, there are eight). Each row
represents the simulation of a variable, and the number of columns is the number of
periods defined in stoch_simul (see Fig. 2.16).

The above shows a simulation for each endogenous variable. However, if
someone wants to perform, for example, 300 simulations for each variable con-
sidering 150 periods, it is necessary not only to use periods = 150 but also
simul replic = 300. The result of these stoch simul options is a binary
file with the following name: “NombreMod_simul.” One disadvantage of this file is
that it cannot be opened directly in Matlab or any other program. To read this file, a
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Fig. 2.15 Simulation of the P o s Z150 ol
exogenous variable. (Note: = =
This structure is obtained 1 28711e04
from 2 -0.0076
“Long_Plosser_Dynare_nolineal_log.mod”) 3 -0.0019
4 0.0058
5 0.0044
H -0.0066
7 -0.0126
8 0.0018
9 0.0039 ]
10 0.0027
1 -0.0110
12 -0.0162
1] oo_.endo_simul <8x130 double=
1 2 3 4 5 ] 7 8 9
1 -2.5638 -2.57T15 -2.5752 -2.56497 -2.5632 -2.5679 -2.5816 -2.5827 -2.5T78
2 32025 32902 -32039 32884 32820 32866 33003 33004 32066
3 «2.1668 «2.1745 -2.1782 21727 «2.1662 21709 -2.1846 -2.1857 «2.1808
4 3225 -32902  -3a2939 32884 3280 32866 33003 2300 32966
5 -1.6094 -1.6054 -1.6094 -1.6054 -1.6094 -1.60%4 -1.6094 1.6094 =1.6094
(3 0.0158 0.0084 0.0124 0.0216 0.0226 0.0115 0.0024 0.0151 0.0210
7 -0.9623 -0.9700 -0.9737 -0.9682 -0.9618 -0.9664 -0.9801 -0.9812 0.9763
8 -28Te-04 -0.0079 ~0.0090 -0.0023 0.0023 -0.0045 -0.0166 -0.0132 =0.0080
a

Fig. 2.16 Simulation of the endogenous variable. (Note: This structure is obtained from

“Long_Plosser_Dynare_nolineal_log.mod”)

function created by Johannes Pfeifer® will be used, which can be downloaded from
the Web. The steps to apply this function are described below:

* First of all, the function “get_simul_replications.m” has to be present in the

directory where the .mod file is located.

* In the mod file, after the command stoch simul the following should be

placed:

[sim_arrayl=get_simul_ replications(M_,options_) ;

y_sim=squeeze (sim_array(strmatch(’y’,M .endo names, 'exact’),:
k_sim=squeeze (sim_array(strmatch(’k’,M .endo_names,’'exact’),:

;1))
1))

The first line calls the function “get_simul_replications.m” to convert the

binary file into a Matlab array variable called “sim_array,” which is stored in
the workspace. The second line creates the variable “y_sim,” which contains the
simulation of production; that is, it contains the 300 simulations (rows) of 100
periods (columns). This same line of code can be applied to each variable. The
result is a matrix, per variable, of 300 rows with 100 columns. The third line, the
code, is the same as the second, only for capital.

Figure 2.17 shows six simulations of the set of 300 for capital and output.

6 https://github.com/JohannesPfeifer/DSGE_mod/blob/master/Hansen_1985/get_simul_
replications.m
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Fig. 2.17 Six simulations of capital and output. (Note: This structure is obtained from
“Long_Plosser_Dynare_nolineal_log.mod” and the code “simulacion_filtrohp.m”)

2.4.12 Calculation of Moments

Table 2.29 shows the moments calculated by Dynare for the four ways of writing
the model in Dynare. A first observation is that the moments are similar when
the variables have the same nature; that is, if the variables are in levels, then it
does not matter if the model written in Dynare was nonlinear or linearized since
the moments are similar. The same is concluded for the variables in logarithms.
A second observation is that the moments between the model with the variables
in levels and the model with the variables in logarithms are different, which is
consistent with what is expected.

Where Does Dynare Store the Moments?

Dynare stores the mean, variance—covariance matrix, and autocorrelations within
the oo_ structure. As you can see in Fig. 2.14, the average is stored in the variable
“mean,” the covariance matrix in the variable “var,” and the autocorrelation matrix
in “autocorr.”

2.4.13 HP Filter

Table 2.29 shows the moments of the endogenous variables. However, it does not
show the moments of their cyclical component, which is necessary to compare
with the stylized facts and evaluate the model’s explanatory power. To obtain the
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Table 2.29 Theoretical moments

Nonlinear Model

Variables in levels Variables in logarithms
Variable |Mean | Des. Std. | Variance | Variable | Mean Des. Est. | Variance
c 0.077 | 0.004 0 cc —2.564 | 0.053 0.0028
i 0.038 | 0.002 0 ii —3.282 | 0.053 0.0028
y 0.115 | 0.006 0 yy —2.167 |0.053 0.0028
k 0.038 | 0.002 0 kk —3.282 |0.053 0.0028
h 0.200 |0 0 hh —1.609 |0 0
r 1.016 | 0.008 0.0001 r 0.016 0.008 0.0001
w 0.382 | 0.020 0.0004 wwW —0.962 | 0.053 0.0028
1 0.035 0.0012 aa 0 0.035 0.0012
Linear model
Variables in levels Variables in logarithms
Variable | Mean | Des. Std. | Variance | Variable | Mean Des. Est. | Variance
ct 0.077 | 0.004 0 ch —2.564 | 0.053 0.0028
it 0.038 | 0.002 0 ih —3.282 | 0.053 0.0028
yt 0.115 | 0.006 0 yh —2.167 |0.053 0.0028
kt 0.038 | 0.002 0 kh —3.282 |0.053 0.0028
ht 0.200 |0 0 hh —1.609 |0 0
It 1.016 | 0.008 0.0001 rh 0.016 0.008 0.0001
wt 0.382 | 0.020 0.0004 wh —0.962 | 0.053 0.0028
at 1 0.035 0.0012 ah 0 0.035 0.0012

cyclical component, a filter must be applied; that is, a technique that breaks down
the variable into its two components: trend and cycle. The HP filter is usually applied
to accomplish this task, which Dynare has enabled as an option of stoch_simul. The
code to use the HP filter is as follows:
stoch_simul(order=1, hp_filter= lambda)

where “lambda” is equal to 1600 for quarterly data (for more details, see Table 2.9).
This code gives the moments of the cyclical component in Matlab’s command
window, shown in Table 2.30. It is worth mentioning that Dynare does not display
the cyclical component as a time series.

Given the disadvantage that Dynare does not calculate the cyclical component of
the series, Matlab has a function called “hpfilter.m,” which provides the trend and
cyclical component of the series. The use of this function is shown below:

[trend k,cycle k] =hpfilter(kk sim(:,1),1600);

The “hpfilter.m” function requires two inputs. The first is the series or set of
series to which you want to apply the filter; in this case, it is the first capital
simulation “kk_sim(:,1).” The second is the smoothing parameter, which depends
on the frequency of the data (which is reflected in the calibration). The parameter
takes the value of 14400 for monthly data, 1600 for quarterly data, and 100 for
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Table 2.3 OHl;Hfllelzoretical Theoretical moments (HP filter, A=1600)
moments ( ter) Variable | Mean Des. Est. | Variance
cc —2.5635 |0.0126 0.0002
ii —3.2822 |0.0126 0.0002
vy —2.1665 |0.0126 | 0.0002
kk —3.2822 | 0.0126 0.0002
hh —1.6094 | 0.0000 0.0000
r 0.0161 0.0072 0.0001
wwW —0.962 |0.0126 0.0002
aa 0.000 0.0094 0.0001
Capital and its trend component The cyclical component of capital
-3 0.0 :
Capital
Capital trend
002
=315
001
-3z
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-3.25}
0.0
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002
3351
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Fig. 2.18 Cyclical and trend components of capital. (Note: This structure is obtained from
“Long_Plosser_Dynare_nolineal_log.mod” and the code “simulacion_filtrohp.m”)

annual data. In this particular case, we are considering quarterly data; therefore,
1600 is placed.

Likewise, this function delivers two results: The first is the trend component of
the series (trend_k), and the second is the cyclical component (cycle_k). Figure 2.18
shows the cyclical and trend components of the capital derived from the application
of the HP filter.

2.5 Codes

Table 2.31 indicates the codes used in this chapter.
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Table 2.31 Codes in Matlab and Dynare

Codes Description
Matlab
irfs_nonlinear_log.m This m-file illustrates that the graphs for the

impulse-response function obtained from Dynare
can be improved through Matlab codes

simulation_hpfilter.m This m-file applies the HP filter to the simulated
series of the model

aux_irfs_nonlinear_log.m This m-file plots the impulse-response functions
via a loop

aux_analysis_sensitivity.m This m-file describes the code that can be written

at the end of a .mod file to perform sensitivity
analysis, that is, to obtain the impulse-response
functions for different values of the parameters

Dynare

Long_Plosser_Dynare_nolinear_niv.mod | This .mod contains the nonlinear equations with
the variables in levels of Long and Plosser
(1983)’s model

Long_Plosser_Dynare_nolinear_log.mod | This .mod contains the nonlinear equations with
the variables in logarithms of Long and Plosser
(1983)’s model. This code is used in Chapters 2
and 3. In Chapter 2, this code is used to instantiate
Dynare commands. Chapter 3 uses it to obtain the
solution of the model and the IRFs

Long_Plosser_Dynare_linear_niv.mod Considers the linear model with the variables in
levels of Long and Plosser (1983)’s model

Long_Plosser_Dynare_linear_log.mod Considers the linear model with the variables in
logarithm of Long and Plosser (1983)’s model

2.6 Summary

Unlike the conventional macroeconomic models, the system of nonlinear equations
that describes the behavior of the endogenous variables of the DSGE models rarely
has an analytical solution. Given that, a natural question is whether any software
equips the profession with computational tools that facilitate the solution of these
models without requiring high programming knowledge.

In this chapter, we have introduced Dynare, a preprocessor associated with
Matlab that provides a set of computational tools to solve DSGE models. The main
advantage of using Dynare is that it does not require the user to have advanced
knowledge of the programming language underlying Matlab, which makes it highly
accessible.

We start explaining the structure of the .mod file and the files created by Dynare.
We then describe step by step how to introduce the nonlinear equations that describe
the DSGE model into a .mod file, how to calculate the initial values of the model,
and how to obtain the steady state. Likewise, we detail how to evaluate the model
with the Blanchard—Kahn method, calculate the solution (policy and state function),
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and simulate the model when we have an aggregate shock. We complement this
analysis by explaining how to perform the sensitivity analysis of the model.

Finally, to illustrate these steps, we use the Long and Plosser (1983)’s model as
an example. In particular, we have paid attention to how to enter the lines of code
in each step, the outputs that Dynare gives us, and their location in the workspace.
Finally, the codes (m-file and mod-file) used in this chapter are described to facilitate
the replication of the model by the reader.



Chapter 3 )
RBC Model with Analytical Solution oo

3.1 Introduction

The goal of this chapter is to illustrate in depth each of the steps in the construction
of an RBC model. With this end in mind, studying a simple model (foy model) is
an advantage. To do this, this chapter is based on the model developed by Long and
Plosser (1983) and Plosser (1989).

The model proposed by Long and Plosser (1983) seeks to capture the dynamics
of various economic sectors and their behaviors among themselves in the face of
a productivity shock. On the other hand, the model proposed by Plosser (1989) is
a single-sector model. Both models have two underlying assumptions. The first is
that goods are assumed to be perishable and last for a single period; that is, the
capital is fully depreciated. The second assumes that preferences are additive and
are expressed as the logarithm of consumption and the logarithm of leisure.

These two assumptions have important effects on the solution of the model. First,
it allows the model to be solved analytically; that is, an exact solution to hand
and paper can be found. The second is that the labor policy function suggests
that this variable does not react to capital nor the shock of productivity; that is,
it always remains in a steady state. This is because the effect of the interest rate
on consumption is zero, which means the substitution and income effects perfectly
offset each other.

3.2 Model Construction

This model is based on the work of Long and Plosser (1983) and Plosser (1989) and
has an analytical solution; that is, it can be solved directly by means of algebraic
operations. This is due to two assumptions: total depreciation and logarithmic utility
(in consumption and leisure). In addition, the model assumes that there are two
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Closed Economy
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Fig. 3.1 Long and Plosser model (1983, 1989)

economic agents in the economy (households and firms), of which the households
own the capital and the firms develop in an environment of perfect competition, both
in the goods market and in that of factors.

On the other hand, the economy is assumed to be closed, which implies that
saving equals investment. Finally, in this economy, the only source of uncertainty
comes from the supply side, where, in particular, a productivity shock is assumed.
Figure 3.1 outlines the interaction between households, firms, and the markets in
which they participate.

3.2.1 Utility Function

Before describing the model in detail, it is important to understand the role of the
utility function in the construction of the general equilibrium model. King et al.
(1988a) impose two restrictions on preferences (utility function) that allow the
steady state to be compatible with an optimal competitive equilibrium:

» The intertemporal substitution elasticity of consumption must be invariant at the
scale of consumption.

» The income and substitution effects associated with growth in labor productivity
should not alter labor supply.

The utility function that satisfies these two restrictions is:
Lcl—f’]v(l), sioc >0yo #1

u(c,l) = |:1_U
In(c) +v(), sioc =1
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where ¢ is consumption, and [ is leisure; o is the elasticity of substitution of
consumption (consumption is scale-invariant) and v(l) is a function of leisure.
According toKing et al. (1988a), a particular case of this utility function is when
v(l) = 0In():

u(e,l) =In(c) +0In() 3.1)

In addition, other utility functions appear in the literature on RBC models, in
which it is considered that /; is leisure, 4, is work, and that the following relationship
holds between them: I; + h; = 1, where the time available by the household, which

is usually 24 hours, has been normalized to 1. Other usual utility functions in the
existing literature are mentioned below:

¢ Hansen (1985):
M(Ct, lt) = l}’l(Ct) =+ Blt (32)

¢ Greenwood et al. (1988):

1 hl-H') -y
uley, hy) = ——| (¢ — +— -1 (3.3)
ty Ity 1—)/ t 1+9 .

e Campbell (1994): fixed labor (used in Chap. 4)

ey
u(er, hi) = = (3.4)
-y
e Campbell (1994): variable labor (used in Chap. 5)
(1—hy)' =7
u(cs, hy) =In(c)) + 00— 3.5)
1 - Vn
* Long and Plosser (1983) and Plosser (1989):
u(cs, hy) = In(cy) + 0In(1 — hy) (3.6)
The utility function of equation (3.6) is obtained by considering y, = 1 in

the utility function (3.5). This is the utility function that Long and Plosser (1983)
consider in their model. Two ideas stand out: the first is that 6 is the share of
leisure in all the time available to the representative household. The second is that
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each utility function has a different level of Frisch elasticity' and the elasticity of
intertemporal substitution of consumption (ES1).

3.2.2 Households

One of the main assumptions of the RBC models is that the households present in
the economy are all identical. In other words, their preferences and restrictions are
similar. This assumption makes it possible to analyze the behavior of the households
through the study of a representative agent (a household that represents all of them)
and allows for the aggregation of the households in a simple way. In the Long and
Plosser model, the representative agent assumption is considered, which maximizes
a discounted utility function:

Max Eo Y Blulci. hy) (3.7)

{Ctsht,ktJrl},:O =0

where c¢; is the consumption of the period ¢ and § is the discount factor, which is
expressed as follows:

1
P=17 o

Here, p reflects the impatience of the representative agent. The more impatient
the household, the larger p will be; therefore, 8 will be smaller. That is, the
individual values future utilities less. For instance, p = 0 means that the household
is totally patient and, therefore, 8 = 1, indicating that the household places the
same value on utility today as tomorrow’s utility. This analysis is better appreciated
in Table 3.1 considering that the present value of the utility function is expressed as
follows:

[e¢]

> Blucr, he) = uco, ho) + Bulcr. i) + B2u(ca, hy) + Bu(es. ha) ...
t=0

Considering the functional form of the instantaneous utility function according
to equation (3.6), the objective function to be maximized would be:

e ¢]

Max Ep Z B (In(er) + 0ln(1 — hy))

{ershe k132, =0

I'The Frisch elasticity is the elasticity of labor supply holding the income effect constant. This
elasticity will be analyzed in greater detail in Chap. 5.
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Table 3.1 Effect of impatience on discount factor

Impatience p Effect on g8 Z?io Blu(cs, hy) Value

Zero impatience | 8 =1 u(co, ho) + u(cy, hy) + The household gives the same
p=0 u(cy, ho) + ... value to utility over time

Little impatience |8 =1/2 u(co, ho) + %u(cl ,h1) + | The household gives more
p=1 %u(cz, o)+ ... value to the utility today than in

the future: the value to the
utility today is 1, while the
value to the utility at t = 1 is
0.5, and at t = 2 itis 0.25
Greater B=1/3 u(co, ho) + %u(cl, h1) + | The household gives more
impatience p = 2 %u(cz, ha) + ... value to today’s utility than in
the future: the value to today’s
utility is 1, while tomorrow’s
utility is valued at 0.33, and in

“t =271tis 0.11
Total impatience |8 =0 u(co, ho) + Ou(cy, h1) + | The individual only values the
p =00 Ou(cy, hy) + ... current consumption. He/she

does not value anything to
consume in the future

The maximization of this objective function is subject to two constraints: the
budget constraint and the law of motion of capital, which are described below.

Budget constraint On the one hand, the household receives its income from
renting capital k; to firms at a real interest rate r;. In addition, households are part
of the labor market where they offer labor /, at a real wage w;. Both revenues are
observed in each period and are equal to rik; + w;h;.

On the other hand, the household allocates its income to consumer goods ¢; and
savings which, in a closed economy, equals investment i;. Therefore, joining income
and expenses, the budget constraint of the representative household is:

Cy + it = r,k, + w,ht (38)

Law of movement of capital From national accounts, it is known that net
investment is equal to gross investment minus depreciation:

Inet = Igross — Depreciation (3.9)
kit1 — ke = iy — 8k
ki1 = (1 =8k + i (3.10)

Equation (3.10) is known as the law of motion of capital, which describes the
behavior of the stock of capital. It is worth mentioning that this equation assumes
that the sfock of capital depreciates by a percentage § (usually 2.5% quarterly) in
each period. However, Long and Plosser (1983) assumed that the depreciation rate
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is full (§ = 1), that is, that the capital in each period is fully depreciated in that
same period in such a way that there is no capital left for the next (this under the
assumption that all commodities are perishable). Although the assumption is highly
unrealistic, it helps to remove certain nonlinearities from the system of equations.
With this assumption in mind, equation (3.10) becomes:

ket = i 3.11)

The capital in  + 1 is the investment made in “t.” Since there is no stock of

capital, capital becomes a flow and is always equal to new goods in each period.
Introducing equation (3.11) in the budget constraint, equation (3.8), we have:

¢t +kir1 = riks +wihy (3.12)

So, the optimization problem of the household is:

o
Max__ Eg Y B! (In(c) +0in(1 — hy)
{ce,he ki 1372, =0

subject to:
¢t + ki = rike + wihy

Building the Lagrange function:

o0
L=Eoy B'ucs, h) + M(reke + wihs — (e + kiv))]
=0

where the extended version of the Lagrange function can be expressed as follows:

L= E(){,BO[M(C(), ho) + )»o(r()k() + woho — (co + k]))] +

B'[u(ct, k1) + A1 (riki + wihi — (c1 +k2)) ] +
B[u(ca, ho) + ra(raka + wahy — (c2 + k3))] +
,33['4(63, h3) + A3(r3ks + w3hs — (c3 + k)| +
,34[M(C4, ha) + Aa(raks + wahs — (cs +ks)) | +

,BI[M(Ct» he) + )\t(rtkt + wihy — (e + kt+1))] +

,BH_I[M(CH-L hit1) + At (Vt+1kt+1 +witthepr — (Cr1 + kt+2))] +



3.2 Model Construction 111

Lot

N

The first-order conditions, in period “t,” are:

% =0= Eo{ﬂt[uct +)»t(—1)]} =0
8ct
Ue, = At (3.13)
oL t
o = 0= Eo{ﬂ [uh, +)»z(wt)] =0
t

t

Substituting equation (3.13) in equation (3.14), the labor supply is obtained:

Up, = —Ar Wy
o 1
1— h[ o Cyt Wi
A (3.15)
1— ht o Ct ’
On the other hand, the first-order condition with respect to capital ks is:
oL
=0= Eo{ﬁf[kz(—l)] + g [ml(nm]} =0
kst
At = BEd11(ri41) (3.16)

Substituting equation (3.13) into equation (3.16) we get the Euler equation:

Ue, = ﬂEtuc,_H (re41)

1 1
- = /3Et
Ct Cr+1

(re+1) (3.17)

3.2.3 Firms

Production function It is assumed that there is only one final good in the
economy and it is produced by a neoclassical production function f(a;, k;, h;).
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The Cobb-Douglas production function meets the characteristics of a neoclassical
function and describes a country’s production reasonably well:

e = flap, ke, hy) = azkl]_ah? (3.18)

where k; is the default capital stock (chosen in period “t—1”) and A, is the labor
input. Also, the variable a; refers to productivity, which is assumed to behave
stochastically and is expressed by AR(1).

An important feature of the Cobb-Douglas function is that the share of each
factor in total income is constant and equal to the exponents of each factor in the
production function. As is known in perfect competition (a key assumption in RBC
models), the rental of capital is equal to the marginal productivity of capital; that is:
rp=(1- 0‘)%" Similarly for work: w; = a3-.

The income destined for the payment of capital and labor is r:k; and w;h;,
respectively. Considering that production represents all the income of a country,
then the fraction of the income allocated to the payment of capital with respect to
the total income is r:k; /y;:

rike i

S S A R (3.19)
Yt ke y;

In the same way, calculating the proportion of the total income oriented to the
payment of work:

wihe _ el

—« (3.20)

o
Vi ht yt

Equations (3.19) and (3.20) indicate that capital’s income share is equal to “1 —
«,” and labor’s income share is “«.” Both parameters are constant and equal to the
exponents of the factors in the production function. This suggests that the value of
“a” could be obtained through the national accounts, which would be, in terms of
the RBC models, a calibration of the parameter «. Chapter 1 shows that the average
share of labor in national income between 1948 and 2014 for the North American

economy is equal to 66.3%. This suggests that « could take that value.

Characteristics of the neoclassical production function
For a production function f (ay, k:, h;) to be considered neoclassical, it must
have three characteristics (Barro et al. 2009):

1. Constant returns to scale: the function f(a;, k;, h;) must show constant
returns to scale; that is, if we multiply capital and labor by a constant A,
the product is multiplied by that same constant.

(continued)
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flar, Ak, Ahy) = Af (ar, ke, hy) (3.21)

2. Positive and diminishing returns: The neoclassical production function
exhibit positive and diminishing marginal productivity for each production

factor.
aof (- af (-
Increasing returns : AQ > 0, 4O >0
ok; ohy
21 (- 92
Diminishing returns : f§ ) < 0, fg) 0
ok; ah;

3. Inada conditions: These conditions state that the marginal product of
capital approaches infinity as capital approaches zero and approaches zero
as capital approaches infinity. The same condition holds for labor. In
mathematical terms, these conditions are expressed as:

Capital : Lim(af( )) oo, Lim (m) =0

t—)O akt k,—>oo akt
Labor : Lim [ 2O =00, Lim ION_
h—0\ 0h; h;— 00 ah,

Optimization Firms operate in a context of perfect competition in the goods
market and the factor market (labor and capital). They maximize their profit
function considering their technology, which is assumed to have the Cobb-Douglas
functional form. In this model, firms decide how much capital to rent and how much
labor (in hours) to hire. Therefore, the two optimization variables are capital k; and
labor A;.

Max [, = y; — (riky + wihy)
(ke e }22,

Subject to production function:
yi = atk} ~*h% (3.22)

It is worth mentioning that since the firm does not face a dynamic constraint, it
maximizes profits at each moment. Therefore, the optimization problem is static. To
solve this problem, we introduce the production function in the objective function:

{Ma}x I, = atk!™h% — (riky + wihy) (3.23)
ki H 0



114 3 RBC Model with Analytical Solution

Deriving this expression, equation (3.23), with respect to capital &;:

o _ . _ d(ark! ™" h% — riky;)

3_kt N ok, =0= (Il —)ak; *n* —r, =0

From this first-order condition, the demand for capital is obtained:

= (1 hi |
r = ( —a)at[k—l]

_ hi
= —a)ay E

r = (1 —a)ahf k™

~

=~

ky

ki

~

1
rr=(- a)a,h?k117“;
t

r=(1— a)% (3.24)
t

Differentiating equation (3.23) with respect to work #;:

ar _ d(ark! ~“hY — riky — wihy)

o a =0 = aak/) " “h* ' —w, =0

From this first-order condition we obtain the labor demand:

kt 1—a
Wy = day h_
t

kl—a
Wy = Ody I:htl—ai|

t

KR
Wy = day ht
Vi
= ot 3.25
wr =a I, (3.25)

3.2.4 Market Equilibrium and Definition of shock

To close the model, it is necessary to define the equilibrium in the goods market:

Ve =c¢ +i; (3.26)



3.3 Calibration 115

Table 3.2 Nonlinear system of equations of the model

Agent Equations Description
Household clﬁ = ﬂEt[ﬁrH 1] Euler equation
kiy1 =1, Law of movement of capital
l—gh, = ’:—1‘ Labor supply
Firm V= a,k,1 “YhY Production function
r=(1— 0{)% Capital demand
W =o }1{ Labor demand
Equilibrium Vi =c¢r+1ip Goods market equilibrium
Shock Ina; = ¢lna,_1 + ¢ Productivity shock

In addition, it is necessary to define the behavior of productivity:

Ina; = ¢plna;—1 + ¢ (3.27)

It is worth mentioning that the shock of productivity ¢; behaves like a normal
distribution with zero mean and constant variance: €, ~ N (0, 03).

3.2.5 Principal Equations

The main equations of the model are summarized in Table 3.2:
It is important to mention that the system of equations is made up of the
following:

(1) the capital market: the supply of capital represented by the law of movement of
capital and the demand for capital;

(2) the labor market: labor supply and labor demand;

(3) the goods market: the supply of goods represented by the production function, the
demand for consumption represented by the Euler equation, and the investment
demand which is represented by the law of movement of capital. Likewise, this
market requires that its equilibrium be made explicit through the equation y; =
¢; + iy; and finally,

(4) the shock of productivity. All these equations are described in Table 3.2.
Likewise, it is important to verify that the number of variables equals the number
of equations. In this case, there are eight variables (y;, ¢, iy, k;, hy, 1y, w;, and
a;) and eight equations.

3.3 Calibration

Calibration can be understood as a way of estimation by simulation (Hoover 1995).
This procedure consists of assigning values to the model parameters and then
comparing the main characteristics of the simulated variables of the calibrated
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Table 3.3 Calibration

Parameter Remark

o = 0.667 Long-run share of labor in national income

0 = 3.968 Calibrated so that the steady-state work is equal to 20%
¢ =0.979 Persistence of the shock

B =0.984 Discount factor

o, = 0.0072 Standard deviation of the shock of productivity

model with those from the data. In this chapter, as in Chap. 2, the calibration is
based on King and Rebelo (1999), whose values are shown in Table 3.3.

As Cooley and Prescott (1995) mention, since the underlying structure of RBC
models is a neoclassical growth model, the choice of parameter values (calibration)
and functional forms (for example, utility function and the law of movement of
capital) should ensure that the economic model shows balanced growth.?

3.4 Steady State

The steady state is known as a long-run equilibrium where Ax;, = 0 (for all model
variables) and the productivity shock (¢;) takes its average value (= 0). Furthermore,
given the productivity equation of motion, its steady-state value is a = 1. Likewise,
expectations disappear; therefore, it is known as a non-stochastic solution. The goal
is to find the steady-state value as a function of the model parameters. To this end,
it is important to consider the following three criteria. First, place all the model
equations in a steady state; that is, eliminate temporality and expectations. Second,
use the variables that only depend on the model parameters to find the steady state of
the other variables. Third, try to solve the system of equations in terms of ratios; for
example, instead of searching for the value of k; (steady-state capital), one could
search for the value of the ratio ys/kss. It is worth mentioning that finding the
steady state is a previous step to model log-linearization. For Euler’s equation, we
have the following:

2 Balanced growth (balanced growth) is understood as the situation in which all sectors of an
economy growing at the same constant rate. This is similar to the definition of “steady-state
growth” (steady-state growth), which indicates the situation in which output, capital, labor, and
consumption change at the same rate. Since the growth rate of capital depends on savings, steady-
state growth requires that the savings function be stable: borrowing policy can promote stability by
keeping the interest rate constant. If the growth rate is equal to zero, then the economy is said to be
in a steady state (stationary state or steady state). The latter is a theoretical state of the economy
in which exactly what is produced is consumed and replaces what is consumed at the end of the
period. Another way to understand it is when an economy has a constant population size and stock
of capital; that is, the investment is only made to maintain the existing stock of capital; in other
words, its steady-state growth is equal to zero (Lau et al. 2002).
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1 1

— = BE; Fr+1

Ct Cr+1

1 1
— = BE—rgs

5S Css

1 = Bry

1

Vss = E (3.28)

In the same way for the law of motion of capital:

kl+1 =i
kss = igg (3.29)
For the labor supply:
o _w
1—hy ct
0 Wy
- = - (3.30)
for the production function:
= a,k,l_“h‘;‘
Yss = agskls @hS, (3.31)
For the demand for capital:
= (- oz)i—i
re = (1 — oz)% (3.32)

SS

Considering equation (3.28) in equation (3.32), we have the ratio zﬁ as a function
of model parameters:

Vss
o= (1 —a)=
Iss ( o) koo
1
— - a)k
B kys
Vss 1

ks B —a) (3.33)
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It is a good strategy to find ratios, especially when the denominator is capital.
This allows each variable to depend on capital in a steady state, which, by finding
its value, allows finding the values of the remaining variables.

For labor demand:

w a&
= I

Wy = a2 (3.34)
hSS

For the equilibrium equation in the goods market:

Ve =¢ +1i;
Yss = Css + Iss (3.35)
But from equation (3.29) it is known that: kg; = ig. Then considering this

equality in equation (3.35), we have:

Vss = Css + lss

Vss = Css + ks

YVss Css
EALRNSLC AT |
kSS kSS
Gy Vs
kSS kSS
Cos ___1 1 (3.36)
kgs B —a) ’
Finally, for the productivity behavior equation:
Ina; = ¢lna;_1 + ¢
Inasg = @lnass + €ss
——
=0(valor de su media)
Inags = plnagg
In(ags) = In(af)
ags = a? (3.37)
Two values of ags could solve this last equation (3.37): ag3 = 1 or agy = O.
However, only when as; = 1 does the Inay, exist. Therefore, the correct solution is

ass = 1.
In order to find the steady states of the other variables, it is necessary to perform

some additional algebraic operations.
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Uniting the labor supply, equation (3.30), with the labor demand, equation (3.34),
by means of the real wage, we have:

Ocgs o YVss

= = 3.38
1= hy, Wyss hes ( )
—— ——

labor supply labor demand
Operating on the resulting equation:
Ocss Vss
= —
1 - hsx hxs
Ohgs Yss
8 g
1 — hgs Css
Ohgs — Vss/Kss
1 — hgs Css [ kss
From equations  (3.33) and (3.36) :
1
Ohys B—a)
=«
1 - hss ; - 1
B(1—a)
1
1 — hyy _1, 0@
Hh - ( ) 1
8 B(l—a)
1
— —1=0@ (1 -p1-a)
hSS
1 -1
— =0 )1 -0-a)+1
hSS
By = ¢ (3.39)

0(1 — Bl —a)) +«

Since we already have the value of A, then we can find the steady-state capital
ks of the production function (equation (3.31)):

o kl—oz

Yss = dgokgs R
Yss hgs 1
i
From equation (3.33) :
1 | hss *
Bl—a) [k_}

1 1/a hgs
[ﬂ(l —a)} " ks



120 3 RBC Model with Analytical Solution

1 —1/a
kss = hss YN
[ﬁ(l —04)}

= il _ 1/a
ks = [9(1 — Bl — ) +a][ﬁ(1 01)] (3.40)

Since some variables are expressed as a ratio to capital, then their steady-
state value can be found as a function of the steady-state value of capital. From
equation (3.33) we find the product yg,:

Yss 1

ks B —a)

=]
ss SS ﬂ(l _a)

o

z[ml—ﬁa—a»+a

b

ss

}[ﬂ(l - oz)]é‘1 (3.41)

Doing the same in equation (3.36), the consumption cy; is found:

Cys 1

ke~ Bl—a)

Css = ks [; - 1:|
B —a)

c =[ « }[,B(I—a)]l/a[—l —1] (3.42)
Pl - —a) +a Bl —a) '

In the labor demand, equation (3.34), substitute yss and /4 and obtain the steady-
state wage wyy:

Wee = a Vss
ss — QW
hss

1_
=gt [0~

Wss = ™
O(1-B(1—a))+a

wys = aB(1 — ()e)]5*1 (3.43)

Table 3.4 summarizes the steady-state expression for each variable in the model.
As mentioned before, this model is based on the King and Rebelo (1999)
calibration. In that study the authors assume that the steady-state work A is equal
to 0.2. Under this premise, the value of the parameter 6 is calculated endogenously
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Table 3.4 Steady state

Steady-state (recursive form) | Steady state (parametric form) Values
Fgs = % = % Tss = 10163
hss = ga=pi-anta = hss = 0.2
ags =1 =1 ags = 1
1 —1/a Iph. 1/a
fos = o ) = (e 21180 - o] ks = 00375
. 1 .
Iss = Kis = [sr=pi=amal [0 — @] o iss = 0.0375
1
1 @~ —
Yss = kSS[m] = [9(1 —B— a))+a][ﬁ(1 o)] yss = 0.1146
1 1/a 1
Css = kSS[m —1] [9(1 —B(— a))+a][ﬂ(1 )] [5(1%) —1] ey =0.077

Wy = a =B —a)]T' wss = 0.3821

Note: The calculation of the steady states is found in Long_Plosser_SteadyState.m

from the steady-state expression of work, which is derived from the model. So,
under this consideration, we have:

o
hss =
61 —-p(l -a) +a
— ———
n
b= _©
ss = on +a
Clearingf :
o
On+o=-—
hSS

1
On =a(— — 1
n Ot(h )

AN

1 — hy,
0 =af —= (3.44)
Nhss

3.5 Linearization vs. Log-Linearization

An important step in the model solution process is to linearize or log-linearize the
equations of the system. Strictly speaking, the linearization technique is unique;
what differs is the nature of the variable, which in one case is considered in levels
and in another case in logarithms. In practical terms, the first linearization will be
called variable in levels and the second log-linearization variable in logarithms. In
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both cases, each equation of the model is approximated by means of the first-order
Taylor expansion (DeJong and Dave 2011).

3.5.1 Linearization (Variable in Levels)

Step 1 The first step consists of ordering each equation of the system in such a way
that the right side of the equation is equal to zero. Then, the left side of the equation
needs to be renamed as a function that depends on the variables that appear in the
equation. For example, let the following expression be an equation of the model:

ax;yr = By + 0z (3.45)
The terms are ordered on the left side:
ax;y: — Byr —0z; =0 (3.46)
Finally, we rename the equation as a function:
F(x, yi,20) = axyyy — By — 0z, =0 (3.47)

Step 2 The second step is to approximate the function (3.47) by means of a first-
order Taylor expansion around the steady state.

F(xt, y1,2t) = ax;ys — Byr — 0z, =0

oF oF
F(xt, y1,20) R F()lss + —lss (s — Xg5) + —lss(Vr — Yss)
0x; dy;

oF
+ —lss(zr — 2s5s) (3.48)
BZ[

Considering that F(-)|;s = 0 and performing a change of variable: X; = x; — x5,
where X; is the deviation of the variable (in levels) with respect to its steady state.
Applying this change of variable to equation (3.48), we have:

oF oF oF
Fr,ye,20) ® FO)lss + 7 lss O — Xg5) + ——lss Vr — Yss) + m—lss(@r — Zs5)
0x; 0y 0z

oF

oF ~ - oF
F,y,20) 04+ — 5 (5) + —ss 1) + 7|ss(zt)
Bx, 8_)7[ aZ[

F(xe, y1,20) = (@yss)X; + (=B + (=0)Z;
but : F(x¢, y:,2:) =0,s0...
0= F(xi, yi,2) = (ayss)Xi + (—=B)y: + (—0)Z;
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0 = (oyss)Xi + (=B + (=0)Z
ayssXe = By + 0% (3.49)
Equation (3.49) is the linear version of equation (3.46). Applying this technique

to each equation of the nonlinear system, the linear system with the variables in
levels will be obtained. For the case of Euler’s equation, we have:

F(ci, e, 1e41) = Pl BE;

Extracting expectations :

1 Fraq
E F(ci,crq1,r141) = E; (— - B s ) =0

Ct Cr+1
oF oF
F(cr, crp1,re41) = F()ss + —lss(cr — €55) + —lss(Cr41 — C55) +
acy 9cr41
oF
—lss (rrae1 — 7s5)
8}"[+1

~ 1. Tss \~ B\~
F(cr, ciq1,ri41) = 0+ T2 ¢ + IBCT 1+ | — — )71

¢t = BE(rgsCry1 — CssTr41) (3.50)
Doing the same linearization procedure for the law of movement of capital:
F(kH—l, i) = kt+1 —i;=0
) oF oF
Fkiy1,1) = F())lss + = lss (k1 — kss) + —lss (s — iss)
Oksy1 i,
Flkist i) 2 0+ Dkt + (= Diy
0 = k41 + (=i
kvt =i (3.51)

For the labor supply, the linearized equation would be:
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6 Wy
F(h;, wy, = ——=0
(he, wy, cr) 1—nh, Py
IF IF IF
F(he, we,c) & F()lss + ——lss(hy — hyg) + —ss (W — wys) + —ss(cr — c55)
al’l; 8w, 36,
~ -1 Wss ~
F(h;, wy, ~04+ —=h — —
(he, wy, ¢p) + 1 —h)? ¢+ o wy + 2. Ct
0 ~ 1 . Wys ~
O=——h — —
(1 - hss)z ' Css wt * C?s “
1 - 0 ~ Wy ~
Css = (1 — hg)? F C%s “
~ Wss =~ 0 -
= h 3.52
Wy (1= hyy) ¢+ 1= hy, Ct ( )

Similarly for the production function:
F(yi,as, ke, hy) = y1 — a,ktl_“h?‘ =

oF oF oF
F(yta ag, kt’ ht) ~ F()|.SA + 7|ss(yt - yss) + 7'33‘(“! - ass) + 7|s&(kt - kss)
ayt aaz 3](;
oF
+ rm|ss(ht - hss)

F(rsar ke, he) = 0+ (57) 4+ (kLT 4h%) @) + (—(1 — a)agsky;2h%) (k)
+ (—aagk TR ()
~ Vss ~ Yss 7 Vss o~

0=5 — 2 —(1—a)k —a2h
Vi ar —( a)kmt Olh t

Sss

y[ = &a[ + (1 - 0{)%7& +a&fl[ (353)

Ass sS hs

Doing the same for capital demand:

Flro,yi ki) =1 — (1 — a)% —0
t

oF oF oF
F@re, yi, k) = F()lss + ——lss (rr — 755) + —lss 1 — Yss) + —lss (ks — ksg)
3rt ay, Bkt

(I—-oa). + (I — @) yss~

F(re, ye, k) = 04+ (17 + — Yt 3 ky
kSS kss
~ —(1—-a). (I —a)yss~
0=q k
(Dry + fes YVt %) t
o~ ke
Y 5 S 5 (3.54)

kss l -«
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In the same way for the labor demand:

F(w;, yi, h )—wt_a& 0
hy

F
F(we, yr, he) = F()lss + ﬁhs(wt Wyy) + |Ss()’t Yss) + |ss(ht hss)
t

UYss \ 7
FW%M,)~0+UMM+<h>%+<i%>M
$8 ss
~ o ~ [0% ~
~ a o\ AYss \ 7
=|— —| =)k 3.55
wy (l’lss)yt <h%§ ) t ( )

For the equilibrium equation in the goods market:

F(y,ct,it) =yt —cr —ir =0
. oF F oF
F(ys, cr,ip) = F(-)lss + Ehs(yt Vss) + |ss(ct Css) + |ss(lt iss)
t

F(yr. ¢, i) = 0+ (DY, + (=D& + (= Di;
=3+ (3.56)
Finally for the productivity shock:
F(a;,a;-1,€) = Ilna; — plna,—) — €, =0
oF oF oF
Flar,a-1,€) = F()lss + —lss(@r — ass) + —lss(@r—1 — ass) + — s (€ — €5)

da, da;_1 de;

Considering : €5 =0

1 ~
F(as,ar-1,€¢) ~ 0+ —a; + <_a£) ar—1+ (—e
SS

Ass

e ¢\~
O0=—a;+|——)a-1+(=De
Ass

Ass

1. ~
—a = <£> ar—1 + €
Ass Ass

Given that : ag =1

= ¢Ht_1 + ¢ (357)
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Table 3.5 Linear system of equations of the model (Long and Plosser 1983)

Agent Equations Description
Household =B E, (rgsCra1 — CssTr+1) Equation from Euler
k,+1 =17, ' Law of movement of capital
iy = = hm)hf + 1= h ¢t ~ Labor Supply
Firm V= 3“ La +0 -y y“ k, ;—h Production function
ijz k=5 - k o Capital demand
Wy = (hs: >yr (ay” )h, Labor demand
Equilibrium Vi =¢ + it Goods market equilibrium
Shock =¢da;_1 +¢ Productivity Shock

Table 3.5 summarizes the linearized equations of the model.

3.5.2 Linearization (Logarithmic Variables) or
Log-Linearization

It is usual to consider the log-linearization of the model because the transformed
variables are expressed as the percentage deviation from their steady state. Namely:

X = In(xy) — In(xgs)

In that context, the coefficients of the solution of the linear system are inter-
preted as elasticities. This technique was initially proposed by King et al. (1991)
and Campbell (1994).

To log-linearize the nonlinear system two ways can be applied. The first
alternative is following the same path described in the previous section but with
a twist. The standard form suggests that the terms of the equation are moved to the
left-hand side and then renamed by a function (depending on the variables of the
equation), to finally apply an approximation of this function by means of the first-
order Taylor expansion. The variant is that first, you have to apply the logarithm to
both sides of each equation and then try to express each variable in logarithms. For
example, if the consumption ¢; is in levels, and we want to express it in logarithms,
the following can be done: e

The second alternative is proposed by Uhlig (1995), which is much more
practical. Uhlig (1995)’s proposal consists of replacing each of the variables by its
log deviation (x; = xgs€') and then considering three approximation properties,
which are mentioned later.

It is worth mentioning that, for the model of this chapter in particular, both
ways of log-linearizing do not represent a difference in effort. Uhlig (1995)’s
proposal gains greater importance in terms of practicality as the model becomes
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more complex. For example, the model from Chap. 5 forward can be log-linearized
quickly and with little effort by means of the Uhlig technique compared to the
standard path.

Standard method Due to the assumptions of the model of Long and Plosser
(1983), some equations will not require a first-order Taylor approximation because
it would be easy to obtain these equations expressed in log deviations. In these cases,
it will be sufficient to write the equation in logarithms and subtract the equation in
the steady state. These equations are the following: the law of movement of capital,
the production function, the capital demand, the labor demand, and productivity.
However, it is required to apply the Taylor expansion for the Euler equation, the
labor supply, and the equilibrium equation of the goods market. Clearly, as the
model becomes more complex, the application of the Taylor expansion will be more
required.

For Euler’s equation, we have the following: first, we take logarithms on both
sides of equation (equation (3.58)), and then we take all the elements of this equation
to the left side and rename it as a function of the endogenous variables that appear
in this equation. In this particular case, the function is f (Inr¢41, Incy1, Incy).

~ — BE, Tt+1
Ct Cr+1
1
ln|:—i| = E,In [ﬂ fit ‘} (3.58)
Ct Cr+1

—lnc; = E¢[InB + Inri41 — Incry1]
E/InB + Inriy1 —Inciy1] 4+ Inc; =0
F(lnriy1, Incig1,Incy) = EInB + Inriyy — Inci41 +Inc] =0
F(lnriy1, Incig1,Inc;) =0 (3.59)

The next step is to approximate the function “F(-)” by means of a first-order
Taylor expansion:

F
F(Inriy1, Inciqy, Ine) ~ E[F()lss + —1|ss(lnrt+l — Inrg) +
t+

dlnr

oF oF
mhs (Inciqr — Inegs) + Wcths(lnct - lncss)]

F(yr,cryip) = Et[o + (D Unripy — Inrgg) + (=) (Unciq1 — Incgs)
+ () {Unc; — lncss)]
F(y, ¢, i) = Et[?z+l —Cry1 +a]

¢ = E/[¢ip1 — 7141 ] (3.60)
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With respect to the law of motion of capital, we proceed in the same way as in
the Euler equation, except that it is not necessary to apply the Taylor approximation:
kip1 =iz
Inksy1 = Ini;

Inkgs = Inigy

Inksy1 — Inkgs = Ini; — Inigg

ki1 =iy (3.61)
In the case of the labor supply:
0 _ Wy
1-— l’lt - Ct
% Wy
In =In—
1— hl Ct
n —In(1 — hy) = lnw, — Inc, (3.62)
Inf —In(1 — hyy) = Inwgg — Incgg (3.63)

(3.62)—(3.63) :
—In(1 — hy) +In(1 — hgy) = lnw; — Inc, — Inwgs + Incgy

Ordering :
—In(1 — hy) + In(1 = hgy) = (Inw; — lnwgg) — (Incy — Incgy)
—In(1 — hy) +In(l — hgy) = Wy — ¢ (3.64)

For equation (3.64) to be fully log-linearized, we need to express labor as its log
deviation from its steady state. To do this, the following will be done:

In(1 —h,) = In(1 — ")

This expression is approximated by means of the first-order Taylor expansion:

d
g(nhy) = In(1 — &™) & g()gs + —o— s (Inhy — Inhys)
dlnh,

_elnh,

In(l — "™y ~ [n(1 — sy + [1

m] (ll’lht - lnhs‘y)

s

h
In(1 — ey ~ In(1 — hyy) — [1 S; }(lnhz — Inhyy)
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h -
In(1 — ™y ~ In(1 — hyy) — [1 h }h, (3.65)
- ss

Replacing equation (3.65) in (3.64), the log-linear expression of the labor supply
is obtained:

—In(1 — hy) +In(1 — hgy) = Wy — ¢

hgs

—In(1 —h”)—i-[ }E—i—ln(l —hy) =W — G

l - ftss

s h =W, — ¢ (3.66)
1 — hm t — t t .

To obtain the log-linear form of the production function, it is enough to apply the
logarithm to the production function and then evaluate it in its steady state, to finally
subtract both equations:

vi = ak} *hY
Iny; = Ina; + (1 — a)lnk; + ah; (3.67)
Inyss = lnagg + (1 — a)lnkgs + ahgg (3.68)
(3.67)—(3.68) :
Iny; — Inygs = Ina; — Inagg + (1 — a)lnk;, — (1 — a)lnkgs + ahy — ahgg
S =a + (1 — )k + ah, (3.69)

The labor demand follows the same steps as the production function:

r

Wy = o—

hy
lnw, = Ina + Iny, — Inh; (3.70)
Inwgg = lna + Inygs — Inhgg (3.71)

(3.70)-(3.71) :
Inw; — Inwgg = Iny, — Inysg — Inhy + Inhg,

o~

With respect to the demand for capital, we obtain:

Vi
= 1 —_ —_
re = ( o) K

Inry = In(1 — ) + Iny; — Ink; (3.73)
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Inrgs = In(1 — o) 4 Inysy — Inks, (3.74)
(3.73)-(3.74) :
Inry — Inrgg = Iny; — Inygs — Ink; 4 Inkgg
n=%—k (3.75)

For the market equilibrium equation, we have:

ye =c¢t + i
Iny, = In(c, +1p)
Iny; —In(c; +i;) =0 (3.76)

Since we want the variables to be expressed in logarithms, the following trick is
made: each variable x; is expressed as /¥ . Applying this artifice to equation (3.76):

Iny; —In(c; +i;) =0
Iny, — In(e™t 4 My = 0
F(y cr i) = Iny, — In(e™ + ") = 0 (3.77)

Approximating F(y;, ¢;,i;) by means of the first-order Taylor expansion, we
have:

. oF oF
F(yz,cr,it) ® F()ss + 75— lssUny: — Inygs) + ——|ss(Une; — Incgs)
dlny, dlncy

oF . .
+ ——lssUni; — Inigy)
dlni;

_elncss

F(y;, ¢y i) = 0+ (1) (Uny: — Inyss) + (ncy — Incsy)

elncm + elni”

_el”iss
———(Ini; — Ini
+ elncss 4 plniss (Iniy s5)

~ Css  ~ Igs  ~
~ oy — —Ct — —
Css Tt iss Css + Lss
~ Css ~ Lgs~
Ny — —C— —
Vss Vss
~ Css ~ [gs~
W —c+ —1 (3.78)
Vss Vss

Finally, for the productivity equation:

lna; = ¢lna,_1 + ¢
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We know : [nag, =0
Ina; — lnags = ¢lna,— 1 — Plnags + €;

= ¢a—1 + € (3.79)

Uhlig (1995) method X; is defined as the log deviation of the variable x, with
respect to its steady-state value (x;):

X =In(x;) — In(xg) (3.80)

From the above, we get:
X = xmef’ (3.81)
In addition, it is known that for small deviations from the steady state, it is true:
Ist property : e ~ 1 + % (3.82)

This first property is obtained by applying a first-order Taylor approximation,
which is explained below.

Taylor approximation (1st order) Approximate the function f(x;) around its steady
state Xy

f(xss)( o) + S (xss)

( - xss)z

fG) ~ fs) +
Considering a 1st-order approximation:

re)~ fGn+ L0 5

If f(x;) = e, then (knowing that Xy = 0, because X; = x; — Xyy):
e}\t ~ ejr\xs +e£rs(3c\t _}\33)
a4 (X — X)
TR+

Two additional properties are important:

First property : x;y; ~ 0 (3.83)
Second property : E; [ae?’“] = E/[ax;+1] +a (3.84)
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Applying these properties, we proceed to log-linearize the system described in
Table 3.3:
For Euler’s equation:

G = ﬁEtC,;ll”tH
[C”ga]—l _ ﬂEt[cssem.]—l[mgﬁH]
e~ — Ete*?'tﬂe?wl
e O — Ete*?t+1+?t+1
1= = E/[1 = Ciq1 + 7141

¢ = E/[Ci41 —Ti41] (3.85)
The law of movement of capital in its log-linear form would be:

kt+1 =i
ksseig’“ — ime,i\’
ks (14 Tsn) = sy (1 +70)
kss + kss7€\t+1 = iz + iss/i\t
kssEJrl = i&s/l.\t

como : kg = igs

ki1 =1, (3.86)
For the labor supply:
0 o Wy
1— h[ - Cy
Remembering : 1 —h, =1,
% i Wy
Iy B Ct
0 _ w”e@’
lwel: B Cssea
-1 Wi —Cr

I, =¢ — 1w (3.87)
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To finish obtaining the labor supply in its log-linear version, it is necessary to
obtain the log-linear relationship between leisure /; and labor /;:

lt == 1 - ]’lt
Log-linearizing this expression:

Iy =1—h,
Lselt = 1 — hyyeh
lis(L+T) = 1 — h(1+ )
lys + Lssly = 1 — hgg — hyshy

lss,l'; = _hss;l\t

~ hgs~

i =——h

t lSS t

~ hyy ~

;= — h 3.88
= (3.88)

Inserting (3.88) into (3.87) gives the log-linear labor supply:

_ hxx T~ =
1 — h‘m t — Lt t
hss — ~ -~

= w; — 3.89

1 — hss t 1 1 ( )

Doing the same for the production function:
1—
YVt = a,kl Olh(t)(
<, i, Tl R
ysse?' = [asseal][kssekl] [hssehl]
@ 1—a ,(1—a)k T
atk“ Ole( o) th?sea t

Yss e = age

N — art(I—wkrah

145 =143a + (1 — )k + ahy
S =a + (1 — )k + +ah; (3.90)
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Regarding the demand for capital:

= —a)(%)
t

N Vi
rod = (1= a)<%>

kyse®t
_ Sk
mwza—mei——)
kSS
= Vi
147 =143 —k
F=%—k (3.91)
For the job demand:
Vi
Wy = o0—
hy
, Vsse!
Wyge ' = =
hgge™
_ Vi
e = e—:
el
e — e?z—ﬁt

W = — hy (3.92)
Goods market equilibrium:
ye=c+i

ymeﬁ = cmea + isseT’
Yss(L+51) = e (1 +T) +igs (1 +7y)
Vs 4 Vss Vi = Css + Cs5Cr 4 igs + issi;
)’SSS’\Z = ¢ + l'ss/i\t

-~ Css ~ [ss~
YVt = ﬂCt + ﬂlt (3.93)

Yss Yss
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Table 3.6 Log-linear equations

Log-linear equations Description

(1] & = E/fciy1 —Ti1] Equation of Euler

2] kw1 =ir Law of movement of capital
[3] lﬁs,j“il\r =W — ¢ Labor supply

4] % =a + (1 — )k +ahy Production function

51 7i=%—k Capital demand

[6] w, =y — hy Labor demand

71 =520+ %T, Goods market equilibrium
8] @ = a—1 + < Shock of productivity

Note: To directly obtain the solution of the model with Dynare, you can use the mod
“Long_Plosser_Dynare_linear_log.mod” from Chap. 2

Finally, the productivity equation:

lna; = ¢lna;—1 + ¢
lnassea’ = q)lnassea’*1 + ¢
Inags +a; = Plnasg + dpa,—1 + &
a = a1 + & (3.94)

Table 3.6 summarizes the log-linear equations of the model obtained by two
alternatives (standard method or Uhlig’s approach).

3.6 Solution of Linear System

The solution of the linear system consists in finding the policy functions, that is, the
control variables as a function of the state variables and exogenous variables. In this
model, the state variable is capital k; and the exogenous variable is productivity a;.
The idea is to find, for example, for consumption:

a = nckkt + ncaat

Similarly, for all endogenous variables: y;, ¢;, i, E+1 , hy, W, and 75. In
the existing literature, there are several ways to solve the system of stochastic
difference equations. DeJong and Dave (2011) suggest that at least four meth-
ods are usual: Blanchard and Kahn (1980) method, Sims (2002) method, Klein
(2000) method, and Uhlig (1999) method of undetermined coefficients. This chapter
focuses on the two most common: the Blanchard and Kahn method and the
method of undetermined coefficients. However, before describing and applying both
methods, the Long and Plosser model will be solved analytically. This analytical
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solution is feasible because the nonlinearities disappear due to the two assumptions
of the model: total depreciation and log utility.

3.6.1 Analytical Method

In the first place, an attempt is made to reduce the dimension of the system of linear
equations by joining some equations. We start with the equilibrium in the labor
market (we eliminate w;). From Table 3.4 we join equations [3] and [6]:

h IR
I_S;lssht‘l'ct =Yt — Iy
I~ o
=Yt —Ct (3.95)
1 - hss

Then investment is eliminated/zi by substituting equation [2] in [7]:

~  Css o Lgs~
V= —CGT
ySS ySS

N Css o~ Lgg~
Vi =—C 4 ki1 (3.96)
ySS SSs

Inserting the real interest rate (equation [5]) into the Euler equation (equation
(1D
¢ = E/[¢i41 —Ti41]
¢ =E/¢v1— Gt —E+1)]

G = Ei[Gi41 = Vi1 + k1] (3.97)

But from equation (3.95) it is known that:

1 ~
EESIPS
l—hSSt t 1
- 1 ~
Ct—)’t——l_h hy
AR
~ ~ I~
Copl =Y = — 7, hiy1 (3.98)
SS

Substituting equation (3.98) into Euler’s equation (equation (3.97)):

G = E[Gry1 — i1 + ki1
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G =E[- it + k] (3.99)

1 - Itss
In addition, from equation (3.96) the capital in “t + 17

~ Css ~ lgs =~

Vi = —¢ + —kiy1
YVss ss
B = 222G - 22 (3.100)
Lss YVss

This last expression is replaced in the Euler equation (equation (3.99)):

& =E[ S > ]
Ct = Ly 1—h,, t+1 t+1
—~ I~ Yss ~ Css ~
G = E[- Fo + 220G - g
' t[ 1 — hg " sS ' YVss ' ]
~ Vss o~ Css ~ I~
¢t ——0Or— —¢) =E/| — h
t i Or i 1) t[ 1= h,, t+1]
(€55 +iss) Vss ~ 1 -~
cG——————— — —y, = E;| — h
' Iss Iss o t[ 1 — hg t+1]
—~ Yss Vss ~ I -~
— - ==y, = FE;| — h
Ct i iy YVt t[ 1—hy, t+1]
Vss o~ I~
—(C =) = Ei| — hiv1
o5 t t I[ 1 _ h“ + ]
Vss I ~ 1 ~
EALN h, | =E,| — h
Lss ( 1 — hy, t> t[ 1 — hy, t+l]
&7’1\[ = Etil\t+1
Lss
' % -En (3.101)
ﬂ(l — O{) r — the+1 .
———
=¢p>1

For a moment let us evaluate equation (3.64) without the expectation operator:
dnhe = et (3.102)

Since ¢, is greater than one, then this equation is explosive. The only stable
solution is when 7; = 0. This implies that the model solution for the job is that this
variable remains in its steady state: since 71\[ = 0, then, Inh; — Inhy, = 0, which
implies that Inh; = Inhgs and therefore, h; = hg;.
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Therefore, the job policy function Ty is by = 0. Two important conclusions
emerge from this last equation. First, it was not necessary to use the method of
undetermined coefficients to obtain the solution of ﬁ, and, as we will see later, of the
other variables. This is because the two assumptions of the Long and Plosser (1983)
model, total depreciation and logarithmic utility, eliminate nonlinearities from the
system of equations. This allows the model to be solved directly. Second, the work
iz\, does not depend on the exogenous variable a@; nor on the state variable E This
indicates that an increase in productivity does not affect labor directly or indirectly
through capital.

To find the solution to the rest of the variables, their behavior equations are
reviewed. First, the log-linear production function is reviewed:

v =a; + (1 — a)k; + ahy
Yo=a+0—ak +0

V=a+0-a)k
——

Nyk
i =G + nyicky (3.103)

From the demand for capital we obtain the solution for the real interest rate 7;:

F=%—k
From equation (3.103) :
7 = nyks + G — ke
Fi= O — Dk +a
T

Fi = ik 4+ G (3.104)

=

In the labor demand, the real wage w; is obtained:
B = — Iy
Of the solution : equation (3.103) y h =0
w; = nylj(\t +a,—0
Wy = nykks + (3.105)

Substituting the solution for h; and W, in the labor supply, the solution for
consumption ¢; is found:
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& = ik + @ (3.106)

From the equilibrium equation in the goods market, the solution for investment
is obtained:

-~ Css ~ Lys~

-~ ~ Css ~ \ Vss
b= \Yt — —C ) —
Yss lss

-~ ~ C ~ y
r = (Uykkt +a — ﬂ(77ykkt + at)).—ss

~

Vss lss
- — -~ C y
i = (ks + @) (1 — =)=
Yss  Uss

—~ PO
iy = (nykkt + at)iﬁ

YVss Lss
i = nyki + @ (3.107)

Finally, from the law of movement of capital, the solution for capital is obtained:

kg1 =i
i1 = nyiks + @y (3.108)

3.6.2 Blanchard and Kahn Method

The Blanchard and Kahn method solves a system of stochastic difference equations
by means of the Jordan decomposition; that is, it tries to split the model or the
system into two components. The solution strategy consists of solving the unstable
component, from which the policy function is found, and then plugging this policy
function into the initial state-space representation to find the equation of state.

In this section, we proceed in two subsections. In the first one, the method is
explained in general terms, and, in the second one, the method is applied to the
model of Long and Plosser (1983).

Method description Blanchard and Kahn’s method can be broken down into seven
steps (see Fig.3.3). The first consists in transforming the system of equations
into state-space form. The utility of this representation is that the equations can
be written as a first-order difference system. The second step is to obtain an
alternate state-space shape, that is, transfer to the right side the matrix of coefficients
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Step 1 Step 2 Step 3 Step 4
State - space 5;2':: r_nsa F:::e Jordan Model
» o - > i
representation representation decomposition Partition
Step 7 Step 6 Step 5
Finding the Solution t‘:l”he Change of
state function unsla. o variables
equation

Fig. 3.2 Steps of the Blanchard and Kahn method

associated with the vector on the left of the equation to the right side. The purpose
of this is to obtain a system of the following form: Z;1| = FZ; + GU;4.

The third step is to decompose the system of equations into two parts. For this,
the Jordan decomposition is used, which partitions the matrix of coefficients “F”
into its associated eigenvalues. The fourth step is to use the Jordan partition to
separate the system of equations into an unstable subsystem and a stable subsystem.
The unstable nomenclature refers to the equations associated with the unstable
eigenvalues (module greater than one) of the matrix “F,” and the stable subsystem
refers to the equations associated with the stable eigenvalues (module less than one).
The fifth step is the change of variable in order to take full advantage of the Jordan
decomposition, which simplifies the solution of the model. The sixth step consists
in solving the unstable equation by means of the method of iterated substitution.
The result of this is the policy function. Finally, the step is to use the policy function
in the alternative state-space model and from there find the state function (Fig. 3.2).

Step 1: Generalized State-Space Form
The first step to solving the system of nonlinear equations that represent the model?
is to put such a system in the state-space form:

Xt+l :| |:Xt:|
A =B + CViq
[Etml a

(3.109)
In the representation (3.109), the variable V; can be shocks iid with mean equal
to zero (E(V;) = 0) and zero autocorrelation. Alternatively, V;41 can behave as an
AR(1) process, which depends on exogenous shocks iid.
In this system of equations, two types of variables can be defined: X, is the
vector of variables backward looking (default or state variables). These variables are

3 1t should be mentioned that this system of nonlinear equations is also known as structural model.
This is because it shows the deep or initial parameters of the model. The reduced model is the
one obtained by combining the equations of this initial system; in this case, the parameters are
combinations of the deep parameters.
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functions only of the known variables in “t,” and since they are predetermined, the
following holds: E;X;+1 = X;+1. An example of this is the capital k,1, which has
been determined in “t”; that is, it is already known in “t”; therefore, E k; 1 = ki41.

It is worth mentioning that the state variables can be endogenous and exogenous.
Usually, the exogenous state variable is productivity because it behaves like an
AR(1) and does not depend on any variable in the model. In addition to the above,
the second type of variable is the vector of variables forward looking (control
variables) Y;.

State variables Control variables Shocks variables

Xl[ Y]t Vll
X2[ Y21 V2[
Xl‘ = . Yt = . Vt =
Xt nxl Yot mx1 Vit nyx1

e The number of state variables “n” is equal to the number of endogenous state
variables “n;” plus the number of exogenous state variables “n,”:

n=ng;+n,

* The total number of variables “n 4+ m” is equal to the total number of equations.

With these considerations, the system (3.72) would be characterized as follows:

X X
A(ntm)x (n-+m) [EI;J:J = B(ntm)x(n+m) [Y;j| + Crtmyxn, Vi+1 (3.110)

Step 2: Alternative State-Space Form

A X1 — B |:Xt + CVig
| ErYiq1] Y; |
X1 | _ o-1p Xt} +AIC Vi
\E Y] —LY; —
F G
C X . X,
t+1 — F|: t + GVt—H
_EtYH-l_ Yt_

Step 3: Jordan Decomposition of F
The matrix F can be expressed (by the Jordan decomposition) as follows:

F=HJH! (3.111)
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AM... O
F=1[d..dwml| " |ldidppm]™" (3.112)

-

where H is the matrix of eigenvectors and J is the diagonal matrix of eigenvalues.
Also, {;}/*]" are eigenvalues and {d;}]" are the associated eigenvectors .
Introducing the Jordan decomposition, equation (3.111), in alternate state-space

form, we have:

[ Xt+1 i Xt
—F GV,
| EYiq1 ] I:Yt:| MG
[ Xt—H 1 -1 |:Xti|
— HJH + G Vs
| E/ Y41 Y, a
[ X1 ] X
H ' 2 = gg! [ ’] + H'GViyy (3.113)
| E Y1 ] Y, "

Step 4: Partition the Model

An important step in the Blanchard and Kahn method is that the eigenvalues are
ordered in ascending order; this is done in order to identify those eigenvalues that
are greater than one in module. Therefore, the ordered eigenvalues, in modulo, are:

A<l Az [<l Az <. | Apgm [< oo

Assuming that the eigenvalue array is sorted, “J” can be expressed as follows:

J= [J tosn O (3.114)

Opixn J2mxm j| (n+m)x(n+m)

The matrix “J” has been partitioned into four elements, two of which are
important: the first is Jy, ,, which is a diagonal matrix containing the eigenvalues
whose moduli are minor to one (| A |< 1); the second is J,,,,,,, which is a diagonal
matrix containing the eigenvalues whose moduli are greater than one (| A |> 1).

Based on the partition of the eigenvalue matrix, the eigenvector matrix and its
inverse matrix are also partitioned:

Matrix of eigenvectors Inverse of the matrix of eigenvectors
H— [Hum lem} Bl [Ijum Ijlzm}
Hz]mxn szm.\'m (n+m)x (n+m) H21mxn H22n1xm (n+m)x (n+m)

Considering the partition of matrices in equation (3.114):
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H™! [ Xi+1 } =JH! [X’} +H'GViyy
E Y Y
Hyy Hio | [ Xoo1 _ Hu Hio| [ X, Hyi Hp
~ o~ =J|~ ~ ~ =~ |GV
Hyy Hy | | ErYiq Hyy Hp || Y, Hyy Hy

Furthermore, considering that G = [Gl"“‘v ]

2mxnv
[1111 @2} [ Xi+1 } 7 [1111 gl2i| [Xz] [1;111 1112} I:Gli| Vi (.115)
Hyy Hy | | E/Yiq1 Hy Hpy)

Y, Hy1 Hy | | Ga

Step 5: Change of Variable ~ ~
In equation (3.114) two new variables X; and Y; can be defined:

|:€11 Elz] |:Xzi| _ |:)~(tj| (3.116)

Hy Hy | | Y; Y,
In addition, it is considered:

3210012

L (3.117)
Hy Hy | |G Gz}

Introducing the two new variables in equation (3.116) and the new vector G, we

have:
[@1 %2] [ Xi41 | -7 [%1 €12:| |:Xzi| [Eu %2} |:G1] Vit
Hyy Hy | [ EiYpq1 ] Hy Hy | | Y; Hy Hy | | G2

[ X1 ] [fz] [51}
s = ~ [+ = | Vim

| EiYrg1 ] v,] 1G]t

[ )?H—l i Jl 0 )?t 51
s = ~ ~ |V 3.118

LEt Y141 [0 J2i| [Yt " Go] ! ( :

Introducing the two new variables in equation (3.116) and the new vector 5, we
have:
Stable equation
X1 = I Xi +G1Viy (3.119)
Unstable equation
EYi41 = LY, + GaVig (3.120)
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The advantage of this decoupling is that each equation can be solved separately.

Step 7: Solving the Unstable Equation (Finding the Policy Function)

Equation (3.120) is a stochastic difference equation with first-order rational expec-
tations. To obtain the solution of this type of equation, the technique of repeated
substitution is usually applied:

EYii1 = hY + GoVip

Rearranging the terms and considering that J» is a diagonal matrix (m x m),
whose elements are greater than one, we have:
LYy = EYip1 — G2V
~ IR i~
Yi=J, EYip1—J, G2 Vi
~—~— — ——
=P =P,

~

Y, = PlEt?H—l — PV (3.121)

where Pj is a diagonal matrix, whose elements are greater than one. The solution
of equation (3.121) is obtained by applying the method of repeated substitution.
This technique works as follows: since this equation holds in all periods under
rational expectations, then equation (3.121) can be moved forward one period and
the expectation operator applied on “t”:
Yig1 = PLE,Y 41 — PaVigy
Vit = PLE Y12 — PaViso
EYis1 = PIEY 12— PEVigs (3.122)

Equation (3.122) is replaced in (3.121) and the following is obtained:

Y; = PiE; Y11 — PaViy
Y, = P\[P\E;Y, 15 — PEViya] — PVig
Y, = PPE Y12 — PUPaEVigo — PaVigy (3.123)

Moving forward two periods in equation (3.123) and applying expectations on
“t,” we have:

Yip2 = PLE Y43 — P Viys
EYi42 = PIE Y15 — PoE Vi3 (3.124)

Again, substituting equation (3.124) into (3.123), we get:
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Y, = PY{PIE: Y143 — PyE/Vi33] — PLP2E Vo — P2V
Y = PPE/Y;43 — PEPyE Vi3 — PLPEViya — PaViy (3.125)

(73N 1]

Generalizing equation (3.125) for “n” periods, we have:
Y = PME Yy — P PaEVigw — P2 PaE Vi (o1
— P PE Vi) .- — PIPyEVigs — PaVigy (3.126)
In compact form:
n
Y, = PlEYi—Y Pl PEVij— PVis (3.127)
j=2

Considering n — oo:

n
. ~ . i—1 .
Yy = Lim{P'E/Y,1n} — Lim E P/T PE Vi — Lim Py Vi

n—>0oo
j=2

=
|

oo
. 7 i—1
_ n]ig{PfE,Y,H} — X; PlT PyE Vi) — PaVig (3.128)
j:

The first term of equation (3.128), Lim {Pl”E,17t+n}, is equal to zero. This is
n—oo

99

because the diagonal matrix P has values less than one, which tend to zero as “n
grows. Furthermore, from an optimization point of view, the fact that this term is
equal to zero reflects the transversality condition that is imposed on the solution of
this difference equation. From an economic point of view, it makes sense to assume
that the expected value of the variable in a very distant time has no influence on the
variable today. The following shows the convergence to zero of the matrix P}’ when
n tends to infinity:

1/Ain
1/Ain
= 1/

l/ki,m
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1/Ain
1/}
= /47,
1/A%
Applying limit with “n” that tends to infinity:
[ Lim 1/2; ]
n—oo
Lim 1/A7,
n— o0 ’
Lim P! = Lim 1/A7,
n—o00 n—o00 L
3 n
i L1/,
Lim Pln = [Olinxm
n— o0
So : Lim{PEY4n} =0 (3.129)

n—oo

Considering the result of equation (3.129), equation (3.128) would be:

o0
i—1
Y, == P/T PEV,j— Py (3.130)
j=2

Furthermore, it is known that the variable V; is distributed as a normal with zero
mean and constant variance; that is, V; ~ N (0, 01)2). This distribution is maintained
for each period; that is, it holds: V; ~ N(O, avz), Vis1 ~ N(O, UUZ), s, Vi ~
N (O, avz), where the conditional mean of the variable is always equal to zero:
E;Viyn =0when j =1, 2,3,.... Under this premise, then E; V1 ; = 0. Replacing
this expression in equation (3.92) we have:

o0
~ i—1
Vi==) P PrEVi —PrVis
j=2 —
=0
Y, = =PV (3.131)

Applying the expectation operator in ¢ to equation (3.131), we obtain:
Y = =PV

EY; = —PyE; Vi
We know : E;V;41 =0
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Then :
EY, =0
Therefore :
Y, =0 (3.132)

From equation (3.116) that reflects the change of variable:

Hy X, + HpY, = Y,
Hy X, + HpY, =0
HyY, = —Hy X,
Policy function = ¥, = —H,,' H1 X, (3.133)
Equation (3.133) represents the policy function because the control variables

(represented by the vector Y;) are a function of the state variables (represented by
the vector X;).

Step 8: In the Initial System (Finding the State Function)
Rewriting the alternative state-space representation:

Xi11 ] [Xz}
=F + GViqq
[Ef Yii1 Y, a
Xi+1 ] |:F11 F121| |:Xt:| |:G11|
= + Vi1
[E, Yit1 o Fn| LY, G| "
The equation for the first variable (the state variable) is:

X1 = Fuu X + Fi2Y: + G1 Vi (3.134)

This equation depends on the control variable; however, from the policy function,
equation (3.133), the relationship between Y; and X; is known. Substituting this
relation in equation (3.134):

X1 = Fu X, + Fio(—Hy, Ho X)) + G Vg

State equation : X,41 = (Fi1 — FioHy, ' Ho) X, + G1 Vg1 (3.135)

Equation (3.135) is the equation of state. With it, the model is solved.

Application of the method In the application of the Long and Plosser model, the
same steps will be followed to maintain the common thread of the solution method.
Before applying the method, it is necessary to reduce the number of equations and,
therefore, the number of variables. The purpose of this is to prevent any zero-filled
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row from appearing on either side (matrix A or B) of the state-space representation.
If, for example, a row of zeros appears in matrix A, then the matrix A would not be
invertible. This would make it impossible to apply the Blanchard and Kahn method.
Then starting from the system of linear equations (with variables in logarithm) of
Table 3.6, some algebraic artifices described below are performed.

First, the real wage w; is eliminated when considering the equilibrium in the
labor market; that is, the labor supply (equation [3] of Table 3.6) is equalized with
the labor demand (equation [6] of Table 3.6). The resulting equation is shown below:

Labor supply :

Labor demand : w; =y, — h;

h o o~ o~
Equilibrium : 2 —hi+ G =W = —hy
- hSS
hcs =~ -~ ~ A
s 5 -5 _7
1= hy, t TC =Vt t
' 7_5_¢ (3.136)
L—hg ' '

Equation [5] of Table 3.6, which represents the demand for capital, can be
inserted into equation [1] (Euler’s equation) by means of the interest rate:

-~

Capital demand : 77 = 3, — k;
Euler’s equation : ¢; = E; [@H —/F\r+1]

7;41in Euler’s equation : ¢; = E, [E‘}H — Va1 + EH] (3.137)
Finally, equation [2] is plugged into the budget constraint (equation [7]):

Law of movement of capital : E+1 =/i\,

. o Csgm D~
Budget constraint : y;, = —¢;, + —i,
Yss Yss
~ Css ~  lgg~
(V= G+ kg (3.138)
ySS ySS

So far we have a set of five equations with five variables because we have
eliminated three variables (77, ’z; and w,). However, the system could still be
summarized a little more. Solving the job 71\, from equation (3.100) and introducing
this expression in the production function (equation [4] of Table 3.6), we have :

Equilibrium (labor market) : h=(1-— hss)(: —C1)
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Production function : 3, =a, + (1 — )k + ahy
S =a 4+ (1 — ok +all —hy) 5 — )
t(1—a(l = he)F =a + (1 — )k
—a(l = hy)cr (3.139)

With this last equation and having eliminated the work 71\, and its corresponding
equation, the system becomes four equations with four variables: ¢;, y;, k; y a;.

EL: G = E[Ge1 — Vit + ki1 (3.140)

E2:5 = 85 4+ 8%, (3.141)
ySS ySS

E3: (1 —a(l —hy)F = a + (1 — ks — a(l — hy)E (3.142)

B4: 0 = ¢pa1 + & (3.143)

At this level, one can try to write the system of four equations in state-space
form. To do this, the control variables (¢; and ;) and the state variables (k; and @;)
are defined. The first two variables have the expectation operator associated with
them, which is why they are considered forward looking or control variables. It is
worth mentioning that although the capital in “t+1” has the expectation operator
associated, thlS is still a state variable because kt+1 is determined in “t.” So E; kt+1
is equal to k,_H (without expectations).

The following equation expresses the generic way of writing the system in the

state-space form:
Xrt1 X
A =B CcV,
] =2 3] reve

where in this particular case X; = [k, @] andY, = [; ¢ 1. Under this premise,
the system is written in state-space form:

—1 0-117T kst

—iss/yss 0 0 0 ary _ (3.144)
0 00 O0||Edu '
0 10 0] LE 4

The state-space representation stopped because the matrix “A” has a line filled
with zeros. This makes it impossible to find the inverse of this matrix and, therefore,
to find a solution to the system. All this suggests that the model can be further
summarized.

Solve the production y; from equation (3.142) and plug it into equations (3.140)
and (3.141). This eliminates a variable (3;) and an equation (3.142):
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1 —~
FromE3 : 5, = ——— (@ + (1 — o)k; — (1 — hy)cy) (3.145)
1 —a(l — hg)
. 1 ~ -~ o~ Css ~ fgs ~
B.145)inE2: ——— (@ + (1 —a)ky —a(l — hg)er) = —¢ + —krq1
1 —Oé(l —h”) Yss Vss
e ik =+ (1 — )k (3.146)

where n, = %(1 —a(l—hg)+a(l—hg) yng = %(1 — (1 —hgy)). Replacing
equation (3.145) in E1 we have: '

El: G = E/[Co1 — St + k] (3.147)

N 1
2= Ele —1a 1 —a)k —a(l = hy)ey T 1 N
2 t[ct-H [ai+1 + ( ki1 — o 155)Ci41] 1 —a(l — hgy)

o

+E+1]
(G = E[(1+ a(l = hg)n )1 —nyar + (1= (1 — @)nykegr (3.148)

Finally, the system is composed of three equations with three variables—c¢;, ki
and a;:

El*:¢ = Et[(l +a(l — hss)ny)a+l - nya\t+l

+(1 = (1 — a)nykit1] (3.149)
E2* : nG + mikir = @ + (1 — )k, (3.150)
E3* : G, = ¢pay_1 + € (3.151)

Considering that the only variable forward looking is consumption and that there
are two state variables—capital and productivity—we proceed to write this system
in the state-space form:

—(1 = (1 —e)ny) ny —(1+a(l = hy)ny) ] [ kgt

ng 0 0 iy | =
0 1 0 ECi11
0 0 —1 & 0
A—a) 1 —n. || @& |+|0]est (3.152)
0 ¢ 0 EG 1

In this case, each matrix (A and B) does not have rows filled with zeros, so the
inverse of A could be found. Next, the steps described above in the Blanchard and
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Kahn methodology are followed, but this time applied to the model of Long and

Plosser (1983).

Step 1: State-Space Form
In general terms, the state-space form for this model would be:

ket ki
Al G =B |a; | + Cey (3.153)
Eta+l a

However, for this model, the matrices A, B, and C have their own values
depending on the parameters:

~(1 = (1= )ny) ny —(1+ a1 = hy)ny) | [ Fesn

ni 0 0 at+l =
0 1 0 EiCri1
0 0 —1 & 0
A—a) 1 —n. || @ |+|0]|em (3.154)
0 ¢ 0 EC 1

Replacing the parameter values, equation (3.154) would be:

—0.2860 2.14416 —2.14417 E+l
0.1528 0 0 Qr11 =
0 1 0 | LEGC+H
0 0 —1 ky [0
0333 1 —08472||a@ |+ 0| e (3.155)
0 0979 0 &l L

Step 2: Alternate State-Space Form
Equation (3.155) is multiplied by the inverse of matrix A in order to obtain the
alternative space state form:

kit 2.1789 6.5434 —5.54347 [k, 0
Gyl | = 0 09790 0 @ |+ 1] e (3.156)
EGii —0.2907 0.1061 1.2059 | [ & 1

where the matrix accompanying the vector [E, ay, ¢ is the matrix “F ” and the
vector [0,1,1] tis the vector “G.” It is worth mentioning that the inverse of matrix A
is represented by the following matrix:
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0 6.5434 0
Al = 0 0  1.0000
—0.4664 —0.8729 1.0000

Step 3: Jordan Decomposition of F
By applying the Jordan decomposition of the matrix F, the following is obtained:

0333 0 0
J = 0 0979 O (3.157)
0 0 3.0518

In matrix J it can be seen that it has two eigenvalues with a modulus less than
one and an eigenvalue with a modulus greater than one. The Blanchard and Kahn
condition for the system to have a unique solution indicates that the number of
eigenvalues with modulus greater than one must be equal to the number of variables
forward looking. Since consumption is the only variable forward looking, then the
Blanchard and Kahn condition holds for this model.

Step 4: Partition the Model
Partitioning the matrix of eigenvalues, we have Jj that contains those stable
eigenvalues.

0333 0
- 1
¢ [ 0 0.979] (3.158)

On the other hand, J, contains the only unstable eigenvalue:
Jy =3.0518 (3.159)
Also, considering the matrix inverse of H and its partitioned matrices:

0.3384 —3.7805 2.1490

— — ﬁll . ﬁlZ
H 1 = 0 2.3860 0 H 1 — |:~ nxn 7 nxmi|
o1, 022,

0.6873 2.0640 —2.0640
where each partitioned array is:

. _[03384 —3.7805] ;7 _ [2.1490
=1 0 2380 | 27| o
Hyy = [~2.0640]

} H>; = [0.6873 2.0640]

Step 5: Change of Variable
In line with equation (3.116) we have:
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|:I:le Izlz] [Xz
Hyy Hp | | Y,

Applying to the model parameters:

0.3384 —3.7805 2.1490
0 2.3860 0
0.6873 2.0640 —2.0640

Similarly with equation (3.117):

|:€11 glz] |:G1
Hy1 Hx | | G2

We apply it to the model parameters:

0.3384 —3.7805 2.1490
0 2.3860 0
0.6873 2.0640 —2.0640

153
_[X
=7
% %,
al=|4a (3.160)
< ¢
_[G
=z
0 ~
1 :[Ql} (3.161)
1 G2

Therefore, the system with the change of variable would be:

Step 6: Decoupling the Equations

£z+1 "7 0 it G

“art 17 o J2:| & + |:52:| €l

_EtCt+1_ - Cy

et 703330 0 0 % —1.6316

. =1 0 09790 o0 14| 23860 |esr 3.162)
EZa| L o o 30s18]|% 0

From equation (3.118), two subsystems could be obtained; that is, the system can

be decoupled:

Stable equation

Xiv1 = WX 4+ GV

kit
At
Unstable equation

E Y41 = LY +GaViy
ECi41 = 3.0518%, + Oe;q

_[03330 0 7[k], [-re316],
| o 0979]|% 2.3860 |

(3.163)

(3.164)
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Step 7: Solving the Unstable Equation (Finding the Policy Function)
Solving equation (3.164) we have:

=0 (3.165)
In addition, it is known from the change of variable (equation (3.160)) that:
T = 0.6873k; + 2.064a; — 2.064¢; (3.166)

Therefore, combining equation (3.165) and (3.166):

. 0.6873~  2.064__

=064 T 2064
& = 0.333k + 4 (3.167)

Equation (3.167) represents the policy function for consumption.

Step 8: In the Initial System (Finding the State Function)
The following equation is the alternative state-space representation (equa-
tion (3.156)) mentioned above:

kit 2.1789 6.5434 —5.54347 [k, 0
a1 | = 0 0979 0 @ |+ 1 e
ECiq —0.2907 0.1061 1.2059 | | & 1

From this equation, we can obtain the equations for the state variables. For
example, for k;| we have:

ki = 2.1789%; + 6.5434a; — 5.5434¢; (3.168)
Replacing the policy equation (equation (3.167)) we have:

i1 = 2.1789%, + 6.5434G, — 5.5434(0.333k, + @)
*rs1 = 0.333k, +a (3.169)

This equation represents the equation of state. The same is done with the second
variable, which shows the evolution of productivity:

Gry1 = 0.9790a; + €141 (3.170)
With the policy function for consumption and the state function, the decision

rules for the other variables could be obtained. From Table 3.6, which contains the
log-linear equations, equation [2] can be extracted:
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iy = ket
7, = 0333k +a (3.171)

Equation (3.171) represents the policy function (solution) for the investment’i;.
From equation [7] of the same table, the solution for production can be obtained
(equation (3.172)):

5= 226 + 2,

Vss Vss
P Css ~ A Igs ~
v = —(0.333k; +a;) + —(0.333k; +a;)

Vss Vss
~ Css Iss ~
i = (— + —)(0.333k; +a)

s YVss
—_—
=1

3 = 0.333k + @ (3.172)

In the same way for the interest rate (equation [5] of Table 3.6):

—~~ o~ _~
Tt =Y — kit

7 = (0.333k + @) — ky

7 = —0.667k; + @ (3.173)
For the job 71\1, equation [4] is used to obtain its solution:

B =a + (1 — 0k +ah
Pp—

=0.333
0.333k; +a; = a; + 0.333k, + ah,
0= C(i’l\;
hy = (3.174)

hgs ~ o
1 _S;;lss ht = Wy — C¢
0=, — (0.333% +a,)
W, = 0.333k, + G (3.175)

Equations (3.167) and (3.169) to (3.175) represent the solution of the system of
log-linear equations, which are similar to those obtained analytically (Table 3.7).
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Table 3.7 Policy and state functions (model solution)

Policy functions Coefficients (elasticities) Values

(1] 7 =0

21 5 = nuk +a ne=1-a nyk = 0333
(3] 7 = 0k +a Nk = Nyk — 1 Nk = 0.667

(4] @ = nyk; +ar

[51 &= ’kakt +a

(6] ir = nyki + @

(71 kes1 = nyike +ar

Fig. 3.3 Policy function

Consumption: ¢_hat = 0.333°_hat + a_hat

©_hat = 0.333"_hat
©_hat = 0.333"K_hat + 0.5
¢_hat = 0.333"_hat « 1

02 04 o8 a8 1

——1_hat = ~0.667"k_hat
——1_hal = ~0.667"k_hal + 0.5
——_hat = ~0.667"K_hat + 1

Interest_rate: ©_hat = —0.667°K_hat + a_hat

[¥] 04 05 08 [

In Fig.3.3 the function of consumption policy and interest rate is plotted. The
relationship between these variables and capital is linear because the approximation
of the solution has been restricted to the first-order Taylor expansion.

3.7 Time Series Representation

The policy and state functions are useful for finding the time series representation
of each variable. First, productivity must be expressed in its MA(oco) form and then
it is necessary to find the time series representation of the state variable k; in its
MA(o0) form. The MA(o0) representation allows obtaining both variables based
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on the error ¢,;. Finally, because the other variables are a function of productivity
and capital, then the time series representation of each of them can be obtained by
simply substituting the MA(oco) form of productivity and of capital in each policy
function. The described procedure is shown below.

a = a1+ €

(1—¢Lya; =«

—~ €t
= 3.176
az 1—¢L ( )

Following the same procedure for capital and considering the representa-
tion (3.176):

kiy1 = nyrk; + a

(1 — nyL)ks1 = @

~ €;

1= L)k = ——
(I = nyk L)k 11 oL

-~ €t
kiy1 = 3.177
T U=l = ¢L) G170

Equation (3.177) indicates that capital behaves like an AR(2):

(1= (yk + O)L + 1 LDkit1 = &
7€\t+l — (Myk + ¢)7€t + 77yk¢7€t—l = €&
ki1 = nyk + Ok — nydki—1 + € (3.178)

From Table 3.7 it can be seen that output, consumption, investment, and wages
have the same policy function, which is the same as that of capital:

r =C =i = Wy = ki1 = nyrks +a

Therefore, these variables also behave like an AR(2), the same time series
representation of capital and even the same coefficients associated with each
component of the time series. On the other hand, the interest rate policy function
is different from the other variables in its coefficient associated with capital:

7= Nriks +a,
where : 9y =y — 1

Fr = (e — Dy + @
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= 77ykkt +a; —k;

7
PN
=k1+l
7=k — ki
=~ €t _ €r—1
T A —npul)1—¢L) (1 —nuL)(1—¢L)
—~ €r — €—1
ry =
(I —nu L)1 —¢L)
1—-L
f=_ U=De (3.179)

(I =nyuL)(1 —o¢L)

Equation (3.179) suggests that the interest rate behaves like an ARMA(2,1), as
can be seen in the following equation:

_ (1 - L)e
" A=D1 — D)
(1= (i + G)L + L, = € — €11
ki1 — (yk + BYF—1 + MykdTr—2 = € — €11
71 = (yk + P)r1—1 — Ny P12 +
€ — €1 (3.180)

~

It is worth mentioning that, like the other endogenous variables, the interest rate
maintains the coefficients of the autoregressive component of order 2 that capital
presents. A summary of the time series representation of the model variables is
shown in Table 3.8.

So far, the solution of the model has been found, which are decision rules that
describe the optimal consumption, work, and investment of the representative agent.
These rules depend on the (default) capital stock and productivity. To show the effect
of the shock of productivity in these decisions, productivity could be replaced by
its representation MA(co). From equation (3.176) the moving average version of
productivity can be obtained:

Table 3.8 'Time series Variable | Time series
representation =

3 AR(2)

Ci AR(2)

i AR(2)

ke AR(2)

Ty AR(2)

W, AR(2)

@ AR(Q2)

a AR(1)
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—~ €t

T 1-¢L

ar = € + ¢e—1 + ¢2€t—2 + ¢3€t—3 +...

Introducing this expression in the solution, for example, of the product (equa-
tion (3.172)):

5, = 0.333%, +a
3 = 0333k + € + per—1 + dPe2 + PR3+ ...

In compact form :

o
5 =0333k + Y ¢l
j=0

This last equation suggests that today’s product depends on the stock of capital
accumulated up to today (which was determined in the previous period) and on the
accumulation of shocks on productivity (positive or negative).

3.8 Impulse-Response Functions

The impulse-response function represents the temporary behavior of each endoge-
nous variable before the realization of a shock. It is important to note that each
element of this function is an equilibrium. For example, each value of the consump-
tion impulse-response function reflects the equilibrium in the goods market in each
period. Similarly, the wage impulse-response function reflects the equilibrium in
each period of the labor market.

Figure 3.4 illustrates the reactions of the variables to a positive shock of
productivity in the period “t=1." To understand why each variable behaves as
shown in the Fig. 3.4, the behavior of the variables (of the model in general) will
be analyzed from “t=0"to “t=4.

Period + = 0 In this period, the economy is in a steady state; that is, it is in long-
term equilibrium. In such an equilibrium, all variables are equal to their steady-state
value:

o~ -~

70 =Y =Co =

)

o=ho=io=ko=ao=0

g

Furthermore, the capital in the period “t=1" is equal to the investment in “t=0":

-~ -~

1= 0:0

From the above, we conclude that the capital in the period “t=0" and “t=1"is
equal to zero (it is in its steady state):
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10 Consumption x 107 Investment %107 Product x10”  Capital
11 11 " L
10 10 10 10
o o o o
9 9 9 ]
8 8 8 8
7P 7P 77 7P
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5 5 L 5 5 !
4 4 4 4
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Fig. 3.4 Impulse-response function. (Note: This impulse-response graph is obtained from the file
“irfs_nolineal_log.m”)

1=ko=0

Period 1 = 1 In this period the shock occurs, which takes the value of its standard
deviation o, = 0.0072:

ay=¢ ap + €
—_—— =
=0 =0¢

a; = o¢ (3.181)

Reactions of firms The increase in productivity positively influences the product,
which in turn increases the demand for factors.

2@ =151 =1 Pmgki(Di)A + Pmghy(Dy,)

First, the direct effect of increased productivity is on the production function:

1= a +(1—w) ki +ah
— ——

=0, =0
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31 = o +ahy (3.182)

Equation (3.182) suggests that output at “t=1" is greater than at “t=0" even
though work is equal to zero. Second, this increase in production generates an
increase in the marginal productivity of capital and labor; that is, it encourages a
greater demand for these factors by the firm.

Labor demand : W) = 1 — h

W) = o +ahy — h (3.183)

Therefore, since y; > 3, then the labor demand increases (see Fig. 3.5). Third,
the demand for capital expands:

-~

Capital demand : 71 = 31 — kg
——
=0
T =79 =0 —{—O{fl\l (3.184)

Reactions of the household The representative household is indirectly affected by
the shock of productivity through the factor market. Faced with this change in
conditions, the household responds by adjusting its labor and capital supply curve.

First, since the supply of capital at “t=1" has been determined at “t=0,” which
is equal to zero, that is, capital remains in the steady state, the equilibrium in
the capital market at “t=1" is determined at point “B” of Fig.3.5. The increase
in the interest rate (5] > 7o) produces two effects on consumption. The first is
known as the substitution effect, which indicates that an increase in the expected
interest rate in the following period reduces consumption in the current period and
increases consumption in the following period. This is because the consumer has the

Tt & W o

Capital Market Labor Market

frax

T—liss 10 = Wp — o

fiyZB
\ A

»
ho =0 wy =y —h

=
=]
]
=
]
=)
=\
=

ri =y —k

-

o = Yo — k(} wop = Yo — h()

Fig. 3.5 Firm response to productivity shock (t = 1)
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willingness to substitute consumption intertemporally if the incentive (the interest
rate) is getting stronger. It is worth mentioning that by “increase” we mean that the
variable is above its steady state; that is, 7; > 0. When this happens, the substitution
effect suggests that consumption ¢, is reduced. On the other hand, if 7, < 0, the
consumption ¢;_; increases.

The analysis of the substitution effect is carried out using the Euler equation.
When analyzing this equation in ¢+ = 0 we have:

¢ = Eqer =71l

In this case, an increase of 77 would produce a decrease of ¢y and an increase
of C1; however, since at t = 0 the economy is in steady state, the only effect that
remains is the increase in consumption at “¢ = 1.” That is, ¢} =7] (effect 0).

Since the household is stopped at “t=1," it is necessary to analyze the substitu-
tion effect in this period:

¢1 = E[¢ca —712]

This equation suggests that if the next period’s interest rate increases, that is,
72 > 0, then today’s consumption ¢; decreases. As will be seen later, effectively
at “t=2" we have 7 > 0 and, therefore, the substitution effect indicates that ¢
decreases (effect 1).

The second effect of the interest rate is known as the “wealth effect” or “income
effect,” which indicates that the consumer feels richer because the rental cost of
capital (interest rate) has increased and so has their income. To analyze this effect it
is necessary to use the budget constraint (in levels) at “t=1""

c1 +iy = why +riky

Given the increase in the interest rate at “t=1," the household could allocate
these resources to greater consumption ¢ and investment/i\l (effect 2). So far these
two effects are opposed, so the natural question is: which effect is dominant? In
this model, both effects cancel each other out because the intertemporal elasticity
of substitution is equal to one. As will be shown in Chap. 4, the dominance of the
substitution effect over the income effect depends on the elasticity of substitution.
Therefore, there is no movement in consumption in this way, only because of the
substitution effect at “t=0" that produces an increase in consumption at “t=1"
(effect 0).

Figure 3.6 shows the reaction of the household through the labor supply, leading
the equilibrium at “t=1" to point “B.” The question that arises is, then, to what
extent does the household reduce its labor supply, if we assume that /1 is the final
equilibrium? If this is so, it must be fulfilled that the wage w{ must balance the labor
supply and demand:
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Fig. 3.6 Household response to productivity shock (t = 1)
hss =~ ~ ~ -~
—hi+cr=w; = y1—h (3.185)
1— hss —
labor demand
labor supply
Working on both sides of (3.185), we have:
hys ~ o L
—h| =Yy — ¢l (3.186)
1 — hyy
But it is known that:
I =71 =Y =0 +ah
So substituting this expression into equation (3.186):
hgg ~
—h (3.187)
1 — hyy

Therefore, the equilibrium work at “t=1" is equal to zero; that is, it is equal to
its steady-state value: 11 = 0. Therefore, what really happens with the labor supply
is that it is successively reduced until it reaches point “C” (see Fig. 3.7).

Therefore, to summarize the equilibrium values of the variables, we have the

followmg ap = oe, then h1 =0andy; = w| = c1 =T7] = 0.

Also, T 1 =0 and 7 ii = k2 To find the value of kz, the goods market equilibrium

equation is used:
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—~ Css ~ Lgg~
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— YVss s
=3
C —~ I -~
(1- S5 = 3,
Vss Vss
isx -~ iss’.‘
—C =l
ySS ySS
T =1 (3.188)

Since ¢} = o, then’i\l = o, and therefore 752 = o,. Figure 3.8 indicates the final
equilibrium in the period “t=1" in the factor market.

Period t = 2 In this period even the effect of productivity can be seen, although
with less force. Equation (3.189) indicates that productivity in this period a; is lower

than in the previous period a;:
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@GH=¢ a + e
—_—  ——
=0¢ =0

@ = ¢o. (3.189)

It is worth mentioning that the shock considered in this model is temporary; that
is, its realization is in a single period and is equal to its standard deviation: €] = o.
In the following periods, the shock is equal to its steady state; that is: €2 = €3 =
€4 = ... = 0. In addition, by obtaining the MA(o0) representation of productivity,
the effects of the shock of productivity on productivity in the following periods can
be analyzed:

G =€ +oe_1+ P70+ P e 3+ dres+ ... (3.190)

When calculating the variation of productivity in “t” before a shock in the same
period, we have:

Aa; 1

Ae; -

Considering that A¢;, = o, then AG; = o, and also if it is known that the

variation of productivity is with respect to its steady state (= 0), then a@; = o¢. In

the same way, the impact of the shock is calculated at “t+1,” “t+2,” and so on, and
we have the following:

~ ~ 2 ~ 3
iyl = @0c, G142 = P70c, G143 =P 0c...

This result is important and suggests two central ideas: the first is that since
¢ < 1, then the impact of the shock is diluted or diminishes over time. The second
idea is that the magnitude of the impact depends on the value of the persistence
parameter ¢. If this parameter is small, then the effect will quickly disappear over
time.

Firms’ reactions As mentioned before, the first impact of the shock of productivity
is on the production function:

-~

2+ (1 —oc)/k\2+ociz\2

»
2 = ¢oc + (1 — a)oc + ahy

= (p+ (1 —a)oc+ahy, ¢ =0979, ao=0.667

3> = 1.3120¢ + ahy (3.191)

From the equilibrium results in period “t=1,” it is known that y; = o,. Then,
given T, in equation (3.191) it is observed that coefficient (1.312) that multiplies
oc in y is greater than that associated with 31 (1). This suggests that: 3, > y; > 0.
The increase in product due to higher productivity encourages the firm to expand its
demand for labor and capital as seen in the Fig. 3.9.
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Fig. 3.9 Firms’ response to productivity shock (t=2)

By substituting the value of the product in the demand for capital, the following
is obtained:

h=n-k

".\2 = (¢ + (1 - Ol))O’E + Olil\Z - (Ue)

P2 = (¢ — @)oe + ahs (3.192)
~—
0.312

It is known that the equilibrium interest rate in period “t=1"is 7] = o¢. So when
comparing this result with equation (3.192) it follows that 7, < 7. This indicates
that the demand for capital in period “t=2" has not expanded enough to increase
the interest rate above 7]. It is worth mentioning that, although the interest rate is
lower than the previous period, it is still higher than the steady state and, therefore,
it continues to produce an incentive to substitute today’s consumption for tomorrow
(negative substitution effect on today’s consumption), and it continues to generate
positive income for the household (positive income effect), although to a lesser
extent than in period “t=1."

Household reactions The income effect can be seen in the budget constraint (in
levels):

¢+ = wahy + r2ka

where the income side increases due to the increase in the interest rate with respect
to its steady state. It is worth mentioning that this increase is less than in the previous
period. This causes consumption and investment to increase at “t=2,” but to a lesser
extent (with respect to the previous period). On the other hand, the substitution effect
suggests that consumption in “t = 2" should also increase and consumption in period
“t=1" should decrease:
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Fig. 3.10 Household response to the productivity shock (t=2)
c1 = E[c; — 2] (3.193)

Therefore, given the increase in consumption due to the effects of the interest
rate, the household feels that they have enough resources to sacrifice leisure. This
leads to the reduction of labor supply in the period “t=2" to the level at which labor
remains at its steady-state value (see Fig. 3.10).

After the firm and the household have reacted to the effects of shock on
productivity, which materialized in period 1, the following equilibrium values of
the variables are obtained in period 2: @ = ¢o.; then 7y = 0 and =Wy =0 =
(¢ + 1 — a)oe. Furthermore, 7, = (¢ — «)oe. In the same way as in period 1, we
can conclude that under the budget constraint, the investment is equal consumption
at the equilibrium:

o~
~ .

2 =12

Likewise, by the law of movement of capital it is known that: 753 :li\z. Therefore,
the equilibrium values of all the variables are:

-~ -

')7221'1)\2:6221'2://(\3=(¢—|—1—Ol)0’€, a = do., 7’?2:0

Figure 3.11 shows the equilibrium in the factor market in the second period.

Period + = 3 In this period, the effects of the shock on productivity still persist,
although with less impact.
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From equation (3.194) it can be inferred that @3 = ¢’0, and is less than @» =
¢oe. Therefore, the impact on output will be positive, but less than in period “t=2."

Reactions of the firm Given that the capital stock has been increasing between
periods 2 and 3 (going from k» = o to k3 = 1.3120,) and also that the effects
of the shock that materialized in the first period still persist, to a lesser extent, in the
third period. All this leads the product to increase in this period, as shown below:

T3 = a3+ (1 — a)ks + ah;

V3 = ¢%0c + (1 —a)(1 + ¢ — @)oc +ahs

¥3=(@* + (1 — )1 +¢ — ) o + ahs

=1.3953
33 = 1.39530, + ah3 (3.195)

Comparing with the product of the period “t=2,” we have the following:

-~

139530, + ahz = 3 > 3> = 13120,

Given the increase in product, the firm expands its demand for capital and labor
as in previous periods, as shown in Fig. 3.12.

By substituting the value of the product in the demand for capital, the following
is obtained:
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Fig. 3.12 Firm response to productivity shock (t=3)

=7 —k;
73 = 1.39530, + ahz — 1.3120,
73 = 0.08330, + ahs (3.196)

When comparing the equilibrium value of the interest rate in the period “t=1,"
equation (3.192) with equation (3.196), it is observed that the interest rate in
period 3 has been significantly reduced: the coefficient of o, in the interest rate
demand equation went from 31.2% in the second period to 8.33% in the third
(equation 3.196). This is due to two effects: on the one hand, the influence of the
shock on productivity is diluted over time and the expansion of the stock of capital
18 less; that is, it increases but at a slower rate.

Reactions of the household Faced with a scenario of greater demand for labor
and capital on the part of firms, although to a lesser extent than in the previous
period, household income still remains positive—it is that is—above the steady state
because the interest rate (albeit small) is still positive. Likewise, real wages remain
on the rise. All this implies that the household experiences a lower income effect
than the previous period but that it allows consumption, leisure, and investment to
increase. The increase in leisure translates into a reduction in the labor supply until
equilibrium is reached at “E” (see Fig. 3.13).

On the other hand, the substitution effect implies a reduction in consumption in
the second period, but an increase in the current period. It is worth mentioning that
since the interest rate in this period is already very close to zero, the substitution
effect is small.



170 3 RBC Model with Analytical Solution

Fig. 3.13 Household Wi Labor Market
response to the productivity s hss T o
shock (t=23) et T—hss
“r ‘*“‘ Pie e
'4 A ] '{:
’ "‘ ) hss

hy=w| —c¢
i SR

-
=W

The equilibrium values of all the variables are:
V= =G=h=k=@+U-)(+p-a)o, a=¢"0c, h3=0

In the following periods, the effect of the productivity shock will practically
disappear, which will lead to the demand for capital increasing marginally in the
face of an expansion in the supply of capital. This will cause the interest rate to
become negative; that is, it is below its steady state. Given this situation, due to
the substitution effect, the household will increase its consumption today, avoiding
transferring present consumption to the future. The increase in present consumption
implies less investment today, which ultimately translates into a reduction in the
stock of capital in subsequent periods. This reduction in the supply of capital on the
household side will continue until capital returns to a steady state. This behavior
will lead to all the variables of the economy returning to a steady state in a period
of time.

3.9 Simulation of Endogenous Variables

As indicated in Chap. 2, the simulation of the endogenous variables can be carried
out in two ways: the first is by indicating to Dynare within “stoch_simul” the number
of periods to be simulated. The disadvantage of this path is that only one simulation
can be done. The second is to use two Dynare options (periods and replica number).
The first option indicates the number of periods and the second the number of times
you want to run the simulation. The disadvantage of this method is that Dynare
creates a binary file, which is difficult to read in Matlab. However, Johannes Pfeifer
has created a Matlab function that solves this problem (see Chap. 2 for more details).
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Fig. 3.14 Simulation (first alternative)

Figure 3.14 shows the simulation using the first option. It is worth mentioning
that for this simulation the code “Long_Plosser.m” (See Section 5 of the m-file) is
used. Likewise, Fig. 3.15 shows the tenth simulation of the variables by means of
the second option.

As can be seen, in both simulation alternatives, the endogenous variables (in
logarithm) behave according to the time series representation derived from the
solution (see Table 3.8).

3.10 Cyclic Component of Simulated Variables

Simulated series (100 times with 150 periods) are used to calculate the cyclical
component. The steps are as follows: first, the HP filter is applied to each simulation
of the variables; for example, given that the production has been simulated 100
times, then there are 100 series and the HP filter is applied to each series in such a
way that 100 cyclical components and 100 trends are obtained. They are related to
the same variable—production. Second, we proceed to graph the trend and cyclical
component of one of the 100 simulations. In this case, simulation 10 has been
graphed (see Fig. 3.16).
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Fig. 3.15 Simulation (second alternative)

Figure 3.16 shows the trend component of each endogenous variable (corre-
sponding to the tenth simulation). As can be seen, the trend is the smoothed series
that passes through the middle of the entire series. It should be emphasized that the
work has no trend; the line that fluctuates around the variable has the same value on
the “Y” axis; therefore, it has no trend or cyclical component.

Figure 3.17 shows the cyclic component for each variable (from the tenth
simulation). This component is obtained from the difference between the variable
and its trend. As a result, the average value of the cyclical component is equal to
zero. It is worth mentioning that Figs.3.16 and 3.17 are obtained from the code
“Long_Plosser.m” (See Section 4 of the m-file).

3.11 Calculation of Theoretical Moments

In this section, the 100 simulations from the previous section will be taken to
calculate the distribution of each moment, especially the standard deviation. For
the calculation of the moments of the cyclic component of the variables, the code
“Long_Plosser.m” (See Section 5 of the m-file) is used.

The model assumes that the error ¢; is distributed as a normal (0.0, ). Then, each
of the variables is also distributed as a normal, with its own mean and standard
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Fig. 3.18 Distribution of the standard deviation

deviation. Figure 3.18 shows the standard deviation of each simulated variable (100
times). The standard deviation value of each variable produced by the model is
the mean or median of each distribution. For example, the mean of the standard
deviation distribution of the log product is 0.0124. Similarly, for the logarithm of
consumption, it is 0.0124.

3.12 Comparison of the Theoretical Model with the Data

A key test that evaluates the power of the model to capture reality is to compare the
theoretical moments (provided by the model) with the empirical moments (found in
the data). Table 3.9 shows the moments obtained from the model compared to those
obtained from the data. It should be noted that the theoretical moments are obtained
using the file “Long_Plosser_Dynare_nolineal_log.mod,” which considers the HP
filter.

Two conclusions can be drawn from Table 3.9: the first is that Long and Plosser’s
model is very far from replicating reality. This was to be expected given the
assumptions considered. The second is that the model can be strengthened in several
directions; for example, the assumption of total depreciation can be raised or a utility
function can be assumed that allows obtaining an elasticity of substitution different
from one.
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In Table 3.10 the codes used in this chapter are indicated.

Table 3.9 Comparison of the cyclical behavior of the theoretical model with the empirical data

US empirical data

Theoretical model

Variable Std. Corr. with product (t) Std. Corr. with product (t)

Product 1.72 1 0.0126 1
(0.0017)

Consumption 1.27 0.83 0.0126 1
(0.0017)

Investment 8.24 0.91 0.0126 1
(0.0017)

Capital 5.34 0.9 0.0126 1
(0.0017)

Labor 1.59 0.86 0
(0)

Wage 0.757 0.68 0.0126 1
(0.0017)

Interest rate 0.0072 0.2841
(0.00045)

Note: The empirical values have been taken from Cooley and Prescott (1995), which have been
calculated under the sample period from 1954.1 to 1991.111, while the theoretical values have been
obtained from a 100-fold simulation considering a period of 150 quarters. The values shown in
the theoretical model are the average values of each distribution. These values are obtained from
the file “Long_Plosser_Dynare_nolinear_log.mod”

Table 3.10 Codes in Matlab and Dynare

Codes
Matlab
Long_Plosser.m

Long_Plosser_BlanchardKahn.m

ifrs_nolinear_log.m

Dynare
Long_Plosser_Dynare_nolinear_log.mod

Description

This m-file calculates the steady state and the
coefficients of the model solution and applies
the HP filter to the simulated variables (100
times with 150 periods). In addition, the
theoretical moments of the cyclic component
are calculated

This m-file seeks to follow step by step the
application of the Blachard and Kahn method
to the Long and Plosser model

This m-file plots the impulse-response
function of the Long and Plosser model,
which is described in the mod file described
below

This .mod contains the nonlinear equations
with the variables in logarithms of the Long
and Plosser (1983, 1989) model



Chapter 4 ®
RBC Model with Constant Labor Creck fo

4.1 Introduction

The main objective of this chapter is to understand in detail the process of building
and solving a model of real business cycles. Additionally, it is important to
understand how the simulation of the variables is constructed and how the impulse-
response function is obtained. For these purposes, in this chapter, one of the models
proposed by Campbell (1994) is analyzed in detail.

The base model proposed by Campbell (1994) is a stationary model (without
trend) but with nonzero growth in the steady state. This model is an extension of the
stochastic growth model, which allows tracking the dynamic effects of any random
event (shock).

However, the solution of the stochastic model is difficult to characterize, mainly
because of the nonlinearities that emerge from the model itself, which are derived
from the interaction between multiplicative elements (function Cobb-Douglas
production model) and additive elements (law of movement of capital). A special
case is the model proposed by Long and Plosser (1983), described in Chap. 3. In
this model, the nonlinearities disappear due to the unrealistic assumption that the
depreciation is total; that is, the depreciation rate is equal to one (§ = 1) and that,
furthermore, the utility function is logarithmic (u(c;, h;) = lnc; + 0ln(1 — hy)). In
this case, the model becomes linear and can be solved analytically; in the others, an
“approximate solution” is required.

In line with the above, Campbell (1994) mentions that a typical paper in the RBC
literature outlines the model and then moves directly to the discussion of solution
properties without specifying how this solution has been arrived at. The above does
not allow the reader to understand the process to obtain the said solution properties,
nor the solution itself.

Given this, the author proposes a simple analytical approach to the stochastic
growth model, whose log-linear version can be solved analytically to show the
solution mechanism in the most accurate way, 4s transparent as possible. In order to

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 177
H. Galindo Gil et al., Dynamic Stochastic General Equilibrium Models, Springer
Texts in Business and Economics, https://doi.org/10.1007/978-3-031-58105-2_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-58105-2protect T1	extunderscore 4&domain=pdf
https://doi.org/10.1007/978-3-031-58105-2_4
https://doi.org/10.1007/978-3-031-58105-2_4
https://doi.org/10.1007/978-3-031-58105-2_4
https://doi.org/10.1007/978-3-031-58105-2_4
https://doi.org/10.1007/978-3-031-58105-2_4
https://doi.org/10.1007/978-3-031-58105-2_4
https://doi.org/10.1007/978-3-031-58105-2_4
https://doi.org/10.1007/978-3-031-58105-2_4
https://doi.org/10.1007/978-3-031-58105-2_4
https://doi.org/10.1007/978-3-031-58105-2_4
https://doi.org/10.1007/978-3-031-58105-2_4

178 4 RBC Model with Constant Labor

illustrate the solution method, Campbell (1994) applies it to four models: (1) model
with fixed labor supply, (2) model with variable labor supply and with function with
an additively separable utility function, (3) a model with variable labor supply and
a nonadditively separable utility function, and (4) the second extended model with
a shock of public spending.

This chapter focuses on the first model (constant or fixed labor supply), leaving
the model with variable labor supply for the next chapter.

4.2 Model Building

This model is made up of households and firms in a closed economy environment,
in which there is only one good. On the one hand, households have permanent jobs;
that is, all households are employed. On the other hand, households own the capital
and therefore demand goods to invest, which in turn creates a supply of capital.
Likewise, households demand consumer goods.

On the other hand, firms have the technology to produce the only good in the
economy based on capital. Therefore, firms demand capital. Figure 4.1 outlines the
model.

4.2.1 Households

In this model, it is assumed that the economy is populated by a set of identical
households that have infinite life. The representative household seeks to maximize
its discounted utility function:

Closed Economy

Households

sl e e e g

1 L 1

. | IR 7
wtton) 1 Demand Demang 1 4 H
' ] H

: Supply : : A  Demand H
leacscssccscshescscscsaasaa [ PP S —— ]

Firms

Fig. 4.1 Scheme of the constant labor supply model
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Max EOZﬂ’u(ct) (4.1)
{er k132, =0

where ¢, is the consumption of the period ¢ and g is the discount factor. In addition,
the instant utility function is described by the following functional form:

I-y

4.2)

u(cr) =

Utility Function Properties

The prior utility function has a risk aversion coefficient equal to y and
elasticity of intertemporal substitution (of consumption) o = 1/y
Computation of E/S; 1400

Ue, = ct_y
TMgSIC,, = —E [ e } — _E [ o ]
L L Bucrsr ! ﬂCty_H
crse dln(“th)  TMgSIf,,, 1 1
LT BIn(TMgSIS, ) Sl TMgSIS,,  y

)

ct

The elasticity of intertemporal substitution (EIS) of consumption (o) is under-
stood as the household’s willingness to substitute consumption today (| c¢;) for
consumption tomorrow (1 c¢;4+1). When the said elasticity is said to be strong (o is
large), it is understood that the consumer is willing to reduce his/her consumption
today by a greater amount.

On the other hand, it is assumed that the household owns the physical capital (k;),
whose accumulation dynamics is represented by the law of movement of capital:

ki1 = (1 =8k + i (4.3)

The said capital (k;) is rented to firms at a real interest rate r;. This positive flow
(r+k;) represents the household’s income, which is distributed between consumption
(c;) and investment (i;). This equivalence of flows, for each period of time, is
represented in the budget constraint:

cr +ir =11k 4.4)
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Optimization Problem
The optimization problem of the representative household is the following:

I-y
t &

Max Ey Z,B

{en k132 P -VY
subject to budget constraint:
¢t +kip1 — (1 —8)ky = riky
where the investment (i;) has been replaced by its expression derived from

the law of movement of capital (Eq. 4.3). Also, it is worth mentioning that the
control variables in this optimization problem are: ¢; and k; 1.

The household optimization problem can be written as a Lagrange function:
o0
L=EyY B'ule)+n(rki = (e + kg1 — (1 = k)]
t=0

where, similarly to Chap. 3 (Long and Plosser (1983) model), the extended version
of the Lagrange function can be expressed as follows:

L= Eo{ﬂo[u(co) + Ao (roko — (co + k1 — (1 — 8)ko)) | +

1

B'{ulcr) + A1 (riki — (c1 + k2 — (1 = 8)kp) ] +
B[ulca) + ra(raky — (c2 + k3 — (1 — 8)k2)) | +
B[ulcs) + A3(rsks — (c3 + ks — (1 — 8)k3)) | +
B*[ulca) + ha(raka — (ca+ ks — (1 = §)ka))] +
.+

ﬁl[u(ct) + )»t(rtkt — (e +kepr — (1 — 5)kt))] +
B [ulcirD) + At (rrsthier = (o1 +hipa = (1= Okis) | +
.+

]

The first-order conditions, in period “t,” are:
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oL p
% _0— Eo{ﬂ [, +x,(—1)]} =0
E)ct
ke, = A 45)
oL
=0= Eo{ﬂt[)»z(—l)] + B gt (e + (1 = 3))]} =0
ks 41

A = BEr i1 (e + (1 —6)) (4.6)
Substituting Eq. (4.5) into Eq. (4.6) we get the Euler equation:

ue, = BEiuc,_ (riv1+ (1 —9))
¢; " = BEic, ) (rip1 + (1 —8)) 4.7)

In line with Campbell (1994), the variable R; is defined as the one-period
investment gross interest rate, which is equal to the interest rate net real interest
(r¢) plus the non-depreciated capital (1 — §). In the period “t+1,” this relationship is
expressed as follows:

Riyi=rp+0-9) (4.8)

Considering the previous expression, the Euler equation would have the follow-
ing form:

¢ " = BEic, )\ Risi (4.9)

Euler’s equation expresses a marginal benefit/cost comparison of consuming one
unit of the good. On the one hand, there is the marginal cost of not consuming an
additional unit of the good, which is expressed by the marginal utility u., and, on
the other hand, there is the marginal benefit of not consuming the said unit of the
good at “t,” which in the next period “t + 1" becomes 1(1 + ;1 — &) units of good.
This is because there is an interest rate and a depreciation rate. The marginal utility
provided by this additional unit at “t+1” is u,,,, R;+1. However, to compare it with
the marginal cost in “t,” it is necessary to bring it to present value by means of the
discount factor “B.” Therefore, the marginal benefit at “t” is equal to Bu,,, (R;1).
This is observed in the following equation:

U, = ,BEtuc,_H (rt+l + (1 -19))
—

marginal cost marginal benefit

Therefore, Euler’s equation indicates that the household is willing to sacrifice
consumption today until the marginal cost of not consuming a unit of the good
today is equal to the marginal benefit of the said unit of the good brought to present
value.
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4.2.2 Firms

It is assumed that firms develop in a context of perfect competition both in the
market for goods and in the market for factors of production. In this scenario,
the representative firm maximizes its profit function subject to its technology
(production function). This optimization problem is described as follows:

Max Hl‘ =Yt — r,k,
{ke} 2

Subject to the production function:
v = a%k} ™ (4.10)

The production function only depends on the productivity a, and the capital k;
because the work #; is assumed to be constant (fixed). Also, because the firm does
not make intertemporal decisions, its optimization problem is performed for each of
the periods. Therefore, the optimization problem can be performed on ¢ and extend
the result for the following periods.

Introducing the production function in the objective function and differentiating
the latter with respect to the only control variable (k;), the following expression is
obtained:

o _ o 3@k} ™ — reky)

o
az
ot _ 0= (1-a)| 2| = =0
ok, ok, ( “)[k] "t

t

From this first-order condition, the demand for capital is obtained:

= — a)[%] 4.11)
t

4.2.3 Market Equilibrium and Shock Definition

To complete the model described above, it is necessary to specify two additional
equations. The first describes equilibrium in the goods market; that is, everything
that is produced in the economy must find its counterpart in the different components
of aggregate spending. The second specifies the behavior of productivity. With
respect to the latter, it is usually assumed that it is stationary in the mean and
that it has a constant variance. The standard way to represent it is assuming that
productivity follows an autoregressive process of order one.

In this particular model, it is assumed that there is no government spending (g, =
0) and that the economy is small and closed. Therefore, the whole production will
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have two possible destinations: consumption (c;) and investment (i;). In that sense,
the equilibrium condition is described by the following equation:

YVt = C + it (412)

On the other hand, productivity follows a stationary behavior AR(1), in which the
shock is represented by the white noise €;, which has a distribution function normal
with zero mean and constant variance [N (0, 062)]. In a steady state, it is assumed that
the said white noise takes the value of its mean. Likewise, when it is said that the
economy has suffered a “shock” at t = 0, it means that in that period the white noise
(¢;) has ceased to be zero and has taken, only in that period, some value proportional
to its standard deviation (no¢ ). Usually, n is considered to be equal to one. Equation
(4.13) describes the behavior of productivity:

lna; = plna;—1 + € 4.13)

It should be noted that the logarithm of productivity behaves like an AR(1)
and not productivity itself. This is important because it allows the steady-state
productivity to be equal to one, which avoids any division by zero.

4.2.4 Main Equations

The main equations of the model are summarized in Table 4.1.

This set of equations represents a system of nonlinear and stochastic difference
equations. To solve this system, as usual in the literature, it is transformed into a
system of linear equations. This is because the mathematical techniques for solving
linear systems are widely known. The solution of the linear system will then be an
approximation of the solution of the nonlinear system. It is worth mentioning that
a previous step to the linearization of the system of equations is the assignment of
values to the parameters (calibration) and the calculation of the steady state.

Table 4.1 Nonlinear system of equations of the model

Equations Description
¢’ = ,BE,ct__*_y1 Rit1 Euler’s equation
yi = a%kl ™ Production function
r=(1- a)[%]a Capital demand
Ri=ri+(1-=9) R; is the real (gross) interest rate
r¢ is the real (net) interest rate that considers depreciation
Vi =c¢ + 1y Goods market equilibrium
kiy1 =1 =8k +1; Law of motion of capital
Ina; = ¢plna;—1 + € Productivity shock

Note: These 7 equations can be written directly in a “mod” in Dynare to get the model solution
and IRFs
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4.3 Calibration

Calibration is an empirical methodology, which consists of assigning a value to
the parameters of the general equilibrium model based on a variety of sources.
According to Heer and Maussner (2009), the most common sources are the
following:

1. The use of the average of the level of economic variables of time series or the
average of the ratios of the said variables

2. The econometric estimate of an equation

3. The reference to econometric studies based on microeconomic or macroeco-
nomic data

4. The adjustment of the parameters so that the model replicates certain empirical
facts such as second moments of the data or impulse-response of a structural
VAR

The way to evaluate the power of the model to capture reality is by comparing the
values of the second moments and the impulse-response functions with the values
obtained empirically. Table 4.2 indicates the values of the model parameters, which
are based on Campbell (1994).

4.4 Steady State

For the calculation of the stationary state, it is considered that the variable x; remains
constant. Then, in the stationary state, x; = x;4+1 = Xg,. This last condition applies
to all endogenous variables. Furthermore, in the steady state the shock €4 takes its
average value, which is equal to zero.

For Euler’s equation we have the following:

-y -y
¢ " =PBEic, Rt

-V -V
Css = Bess Ry

Table 4.2 Calibration (base values)

Parameter Name Annual calculation
o = 0.667 (1 — @) is the share of capital in the product
8 =0.025 Depreciation rate 10% annual
In(Rgs) = 0.015, Steady-state gross real interest rate 6.184%
implies Rg; = 1.015 annual:
and hence 8 = 0.9852 (140.015)*—1
o=0.2 Consumption elasticity of intertemporal

substitution
¢ = 0.95 Persistence of the shock

oo =1 Standard deviation of the shock



4.4 Steady State

I = BRss
1
Rgs = E
For the production function:
v =af kll e

For the demand for capital:

From the gross interest rate equation:

Ri=r+(-9)
Ry = regs + (1 —0)

by Eq. (4.14):
l =15+ (1=96)
ﬂ — I'ss
Fss = l —(1-=9)
§§ — ﬂ

For the equilibrium equation in the goods market:
e =+
Yss = Css + lss

In the same way for the law of motion of capital:

kl - (l - 8)k[ +l[
kss = (1 - 8)kss + iss
Iss = Skss

Finally, for the productivity behavior equation:

185

(4.14)

(4.15)

(4.16)

4.17)

(4.18)

(4.19)

(4.20)
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Ina; = ¢plna;— + ¢
Inags = ¢lnags + €ss
——
=0(value of its mean)
Inags = ¢plnagg
In(as) = In(al,)
a®

ss

ags = 4.21)

As in the Long and Plosser (1983) model, two values of ass could solve this
last Eq. (4.21): ags = 1 or az; = 0. However, only when ags = 1 does the Inagg
exist. Therefore, the correct solution is ag¢ = 1. The advantage of considering the
productivity shock equation in logarithms is that it prevents steady-state productivity
from being zero. This is important because it prevents any number or variable
divided by zero from being found in the steady-state equations and in the log-linear
equations.

So far we have found the steady-state value of the gross interest rate Ry, the net
interest rate rg, and the productivity ass; however, to find the steady state for the
other variables, some additional algebraic operations have to be performed. From

Eq. (4.16) we have:
[04
Ass
= 1 —_ _—
Iss ( a) |:kss :|

Since the value of 7y is already known from Eq. (4.18) and of agy, then the value
of capital kg can be known:
a o
res = (1 - a)[ﬂ]

kSS

Tss T
kss = ags [m] 4.22)

Since kg is already known, then the value of the product yjyy, of the investment
iss, and of the consumption ¢, can be found:

yss = a% k7%, from Eq. (4.15) (4.23)
iss = 8kss, from Eq.(4.20) (4.24)
Css = Y55 — iss, from Eq. (4.19) (4.25)

Table 4.3 summarizes the steady-state expression for each model variable.
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Table 4.3 Stationary state Steady state (recursive form) | Steady state (parametric form)

rss = Rgs — (1 = 6) :%_(1_5)
ass = 1 =1

_1 ! _1
o] [

—_ o l—a —
Yss = axxkss -

1

. _1

, g—(1=8) | «
iss = Okgs =5|:ﬁ — i|

1
. %+a8—1 %—(1—5) T
Css = Yss — lss = T—a T—a

Note: Computation of steady states can be found in Camp-
bell_Lfijo.m (Sect. 4.1)

4.5 Log-Linearization

The system of equations that describes the model of Campbell (1994) is nonlinear.
This characteristic of the model makes it difficult to find the solution. A standard
way of dealing with this difficulty is to log-linearize each equation, that is, to
transform a nonlinear equation to a linear equation in terms of the log deviation
of the variable with respect to its steady state. Furthermore, for small deviations
from the steady state, the log deviation of a variable has an important economic
interpretation: it is approximately equal to the deviation, in percentage, of the
stationary state (Uhlig 1995).

The advantage of applying log-linearization is that it converts the nonlinear
system into a linear one, to which the standard mathematical methods for solving
such systems can be applied (Blanchard and Kahn 1980).

First, the variable is defined in log deviations:

X = Inx, — Inxg, (4.26)
Second, clearing the variable x; from Eq. (4.26) we have:
X = xgg€ (4.27)

Third, a first-order Taylor approximation of ¢* is made with respect to the steady
state, in which X; = 0; that is, x; = xg:

X ~ =0 H=0~ _
ellep=e€ +e & —0)
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e £-0 =14+
4T, (4.28)

This last equation is replaced in Eq. (4.27):
X = Xgge™ = x (1 +5) (4.29)
From Eq. (4.29), we obtain X;:

~ o~ Xt T Xss
Xy =

(4.30)

Xss

Therefore, the variable in log deviations is approximately equal to the deviation,
in percent, from the steady state. From a practical point of view, we can replace each
variable by its log-linear expression and then apply the first-order approximation
according to Eq. (4.28).

The log-linearized Euler’s equation is given by

¢, = BEic,\Ris1
[Cssea]_y = BE; [Css€a+l]_y [RsseRl+l]
e—}’a — Ete—}/aﬂeﬁwl
e VG — E,efy?“rﬁk\’“
l—ye = Et[l —YCip1 + Rt+1]
~ N 1=
¢ = E/[Ci41 — ;Rt+l] 4.31)

Doing the same for the production function:

apl—a
Vi =a;k;
5 Rl T 1l—a
yss€' = [asse t] [ksse t]
Y a jodl—a (1—a)k
Vs = age ke !

o — part(1—aks

145 = 1+ aa + 1 —a)k
3 =ad + (1 —a)k (4.32)

Regarding the capital demand:
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ry = (1 — Ol)

res€t = (1 —a)

ree’ = (1 — )

rsseﬁ =1—-w

e?‘:e
147 =1 +a@ — k)

7= a@ —k) (4.33)
In the case of the gross interest rate, its log-linear form is obtained as follows:

Rl‘ = rt + (1 — 8)
R‘meﬁ’ = r”e?’
Rys(1+ Ry) = res(1 +71)

= Fss ~

R: = 4.34
t R., rt ( )

In goods market equilibrium:

yr=c¢t +i;
yssey’ = cssea + isse’A"
Yis(L4+3) = cos (1 +@) i (1 +77)
Yss + YssT1 = Css + Cs5Cr + gy + st
Vss Pt = Cs5Cr + lssly

~ Css ~ Igg~
Vi = —C + —i; (4.35)

ySS ySS
The law of movement of capital in its log-linear form would be:
kH—l =1~ 5)kt + i
kyseb1t1 = (1 — 8)kyse + e

kgs (14 1) = (1 = 8)kgs (1 + k) 4 igs (1 +177)
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kss + kssigt—&-l =~ S)kss + (1 - 5)kssigt +igs + iss/i\t
kssigt—&-l = (1 - 5)](557(\1 + iss/i\t
Lgs~

kg1 = (1= 8k, + i (4.36)

ANy

Finally, the productivity equation is:

lnaf = (blnatfl + €
lnamea’ = d)lnassea"‘ + ¢
Inagg +at = ¢lnags + ¢at—l + €
ar = ¢a;—1 + & (4.37)
Table 4.4 summarizes the log-linear equations of the model.
The number of equations in Table 4.4 can be reduced to five. To do so, the
equilibrium equation of the goods market (Eq.4.5) is introduced in the equation on

the movement of capital (Eq.4.6). The variable that connects these two equations is
the investment. First, we write investment on the left side of Eq. 4.5:

-~ P Css ~ | Vss
by =Yt — —C |—
Yss lss

Second, this equation is inserted into the law of motion of capital:

kst = (1 - 0k + ;—([@ - C—a}y—)

sS YVss lss

In addition, the equation of the production function (y) is introduced:

Table 4.4 Log-linear equations

Log-linear equations Description
1. & =E[c4 — %I?H,l] Euler’s equation
2. Fi=ad + (1 —a)k Production function

7 = ald@ — k] Capital demand
4. R = vl Gross interest rate
5. =G+ ;STHA, Equilibrium in the goods market
6. 7c\,+1 =(1- 8)7;, + ,’%/z\, Law of movement of capital

ss

7. @ =d¢a— +¢ Productivity shock

Note: To directly obtain the solution of the model with Dynare, you can use the mod “Camp-
bell_Lfijo_Dynare.mod”
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Table 4.5 Log-linear

4 Log-linear equations
equations (reduced system)

1. & =Ec+ — %ﬁt+l]

2. 3 =aa+0 -k

3. R =isla — ki

4 T = Mk + 22a + (1 — A — MG
5. 8 =¢a1+¢

7{\1_’_1 = (1 —8)7{; + ]lcﬂ<|:(otat +(1 —(X)kt) — la]yﬁ>

5S YVss Iss

Putting the algebraic terms in order, we have:

Fp1 = [(1 —8)+8(1 —a)yﬁ] [N RLLE A Lk (4.38)

s s Lss

Al A2
From the coefficients of Eq. (4.38) it is shown that:

—(Scﬂ—l—)n]—)uz

lss

Therefore, the final equation is:
kit = dake 420G + (1= 21 — A2)& (4.39)

On the other hand, Eq. (4.3) (demand for capital) is plugged into Eq. (4.4) (gross
interest rate):

R = a2
AR
ﬁt = [a; E]
AR
R: = xsla — ki (4.40)

where, in the previous equation, the coefficient A3 has been defined:

I'ss

M=o

Ry

Table 4.5 summarizes the five main log-linear equations of Campbell (1994)
fixed work model.
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4.5.1 Substitution and Income Effect of the Interest Rate

Before solving the log-linear system, it is important to analyze the impact of the real
interest rate on consumption. To approach this analysis it is very useful to use the
log-linear equations.

Consumer theory suggests that when the price (p;) of a good (g;) changes, there
are two effects on the consumer: first, the price of g; relative to other products
changes, and second, due to the change in p;, the consumer’s real income also
changes. The change in optimal consumption as a result of a change in price contains
both effects.

The substitution effect is the effect obtained only by the change in relative prices,
keeping real income constant, while the income effect is the effect obtained only by
the change in real income.

The interest rate represents the relative price of the basket in period “t+1” (¢;+1)
with respect to today (c;). Therefore, a change in the interest rate will produce two
effects: substitution and income.

Substitution Effect (ES) An increase in the real interest rate makes tomorrow’s
consumption c¢;41 relatively less expensive compared to today’s consumption c;.
This is because saving is more profitable to reach the same amount of consumption
tomorrow; that is, the consumer needs to sacrifice less consumption today. There-
fore, the substitution effect is summarized as follows:

Substitution Effect

TR —————=ay o

It is worth mentioning that the Euler equation reflects the substitution effect of
consumption. In addition, o is EIS:

~ ~ I~
Ct = Et[ct+1 - ;Rt—i-l]

The magnitude of the substitution effect is controlled by o. The larger o, the
larger the substitution effect; namely:

Substitution effect

TR ——— >l ay M an

Income Effect (IE) An increase in the interest rate produces an income effect. If
the consumer has assets (bonds or savings), an increase in the interest rate produces
higher profits for those assets and, consequently, higher income. This effect tends to
increase consumption in all periods:

Income effect

PR ——tay 1ot
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It is worth mentioning that the budget constraint reflects the income effect:

¢ +ip =1k

An increase in the interest rate produces two effects:
SE — e y 1o (Euler’s equation)
IE — e y P (Budget constraint)

TE — DependsonEISo 'y 1 ¢4

Total Effect (TE) To observe the final effect of the interest rate on consumption,
we will rely on the budget constraint and the Euler equation (of the variables in
levels):
Ct =+ i[ = rkkl (441)
but it is known :
ki1 = (1 = 8)k: + i
clearing i; :
it = ki1 — (1 =)k (4.42)
(4.42)en (4.41) :
¢ +kiyr — (1 =8k = riks
¢+ kg1 = (e + (1 —8))k;
———
R;
¢t + ki1 = Rik: (4.43)
As is known, the income of the representative household in “t” is R;k;, which is
summarized in A,. Likewise for the income at “t+1”: R, 1k, 1 = A;41. Rewriting

Eq. (4.43) in terms of income, we have:

¢ +kiy1 = Riky

R,k
Ct+ t+1Kt+1 _ Rtkt
Riy1
A
e + 2L g, (4.44)
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Equation (4.44) is a difference equation, which can be solved by iterating

forward. By mathematical induction, we do the following:

A
A =c + = (4.45)
Ri1
A
At = Crpt + =12 (4.46)
Ri12
Ary3
A2 = Cipz + - (4.47)
Rt+3
Then Eq. (4.47) is replaced in (4.46):
A
Argl = Gt + =
Rt+2
A3
Arp1 = crq1 + (cry2 + =)
+ 1+ R 2R
Cr42 A3
Apsl = Croq + (4.48)
" T R T RigaRiss
Equation (4.48) is replaced in (4.45):
Artl
Ay =c¢ +
T R
1 Cr42 Art3
Ay =c + Cr1 +
t t R (cr+1 Risa RisaRisa
Cr42 Ay
A=+ oty (4.49)
' ' Rr+1 Riy1Ri42  Rit1Ri4 2R3

Dividing the entire Eq.(4.49) by R; to make a simpler generalization (in

(4.50)

summation):
A _ o G Cr42 A3
R, Rl R R 41 RiRi41Ri42 RiRi1Ri42R143
summarizing : in a summation...
2
Ar Z Cr+s Ai43
= R 3
L Hj:O Ri+j szo Riyj
generalizing for “n” :
Crts At+(n+1)

-y



4.5 Log-Linearization 195

applying Limit when : n — oo

At i Ct+s + Lim At+(n+1)
n—-o00 ___ 1
Rz —O Rt+j H"+l RH—/
=0(by transversality)
Aq Ci+s
— 4.51)
R, Z ¢ [Tj—0 Rt

To find the relationship of the interest rate with today’s consumption, it is
necessary to find the relationship of ¢,y with current consumption c¢;. For this,
the Euler equation is used (abstracting the expectation operator) for “t,” “¢s + 1,” and

“t +277:
-Y _ g~V
¢ " = Be Rt
Y _ gV
¢p1 = Be HRi2
Y _ g~V
Cry2 = B 3Ri43
Multiplying these equations, we get:
=Y =Y ~YV _ p3.—v —¥ -y
¢ GG =B Ct+1Rl+1cz+2Rt+20z+3Rt+3

Rt+1 Rt+2Rz+3

/33

oV 3
-y _ 53543
e l—[ Riyj
t i—0

“ ”

generalizing for

ol 2
-V s t+s
¢ =p— | | Rij
R, -
J=0

(Ct+s>_y _ Ry
Ct B’ Hj‘:o Ry

clearing ¢,

[ Ri }; (4.52)
C, =|——— C, .
t+s ﬂs 1—[/ 0 Rt—i—] t
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Plugging Eq. (4.52) into Eq. (4.51):

Ay
R;

A
R;

Ay

R;

-1

R, 7C
i B [Ti=o Rt !

s
s=0 Hj:g Rz+j

:cl[zﬁi[]—[Rtﬂ]J”Rt‘/V} (4.53)

Simplified Case To analyze the effect of the interest rate on today’s consumption
¢t, it is assumed that the interest rate is the same in all periods; thatis, R; = R;41 =
Riy2 = ... = Ryyj = R. Introducing this assumption in the producer of Eq. (4.53),

then:

)
H Ri+j = Rsy1
Jj=0

Replacing the previous expression in Eq. (4.53) we have:

Ay

th

:Ct

:Cl

=Cl

:Cl

:Cl

- 00 .
ﬁ% [RS+I]V_IR_1/yi|

- OO ) 1
Zﬁ;R(s+l)y—1R—1/y:|
- 5=0

(=}

©

- 1 1
Zﬁ;RMV_IHV_IRl/V}
- s=0

-Z<ﬂ51€5‘1) } (4.54)
—-5s=0
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1

1 s
By geometric progression of Y oo <,BV RY _1) we have that:

0 11 § 11 L1 2 L1 3
> (/SVRV_1> =14+ (ﬂVRV_1> + (ﬂvRv‘l) + <ﬂer‘1>
s=0

/1 1\ 1
Z(ﬂ”” 1) =11 (4.55)
s=0 l_ﬁ?R?_

Substituting the expression (4.55) into Eq. (4.54):

1
At =C[|:—l T 1i|
1 — ﬂ}’RV—
o= Af1— BT RV (4.56)

Applying logarithm to Eq. (4.56):
1 1
In(A;) = In(c;) +In[1 — B7 R '] (4.57)

1 1
Applying the first-order Taylor approximation to /n [1 — B R771] must:

In[1 —ﬁ#R%‘l] ~—Br Ry (4.58)

Replacing (4.58) in (4.57):

In(Ay) = In(c,) + B7 Rv ™!

(4.59)
Taking differential to Eq. (4.59) and considering that A, does not change and,
furthermore, % = o (EIS), then:

Aln(c;) = — (0 — 1)B°R° AR

Alnle) _ 1)B° R° 4.60
T =—(c—-1)p (4.60)

Equation (4.60) reflects the final effect on today’s consumption as a movement
in the real interest rate. An important conclusion is that the final effect depends
on the elasticity of intertemporal substitution of consumption (o). The following
expression shows the final effect on consumption depending on the value of the
EIS:
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Aln(cy)
o<l— —>0—1 ¢

AR
Aln(cy)

oco=1— = 0 —> R does not affect consumption

Aln(cy)

o>1— <0— ¢

General Case Considering Eq. (4.53) and developing it, we have:

A — i 1ot —1/y
E=Q[Zﬂ [l_[Rt+j]y R, ]
s=0 j=0

<l

A, © s 1
RI-177 :cf[zﬁy[anﬂ']y ]
s=0 =0

t

being explicit in the sum:

RI-VY

1 1 1 2 1 1 3 1 1
Ct|:1 +B7 (RiRiy1)?  + B (R Ry 1Ri12)7  + BY (Ri Ry 1 Ri12Ri43)7 :|
Ny

A =cR T+ N
A =RV o, RITVYN, 4.61)

Differentiating Eq. (4.61) with respect to R, and considering that R; (j # 1)
does not depend on R;41:

AA —iy A A - -1y AN
r_ Rzl Iy 4 + c Rtl 1/yNz + ¢t Rtl Vr ——L (4.62)
AR 11 ARi11 AR ARe1
. . so1. _AN;
Expanding the differential: 5 R’

AN; 1 1 1_o 1 2 1_o
= (= —1)BY"(RiR1)" "R+ (= —1)B7 (RiRi11R12)" "RiRiy2 +
ARi41 Y 14

1 3 1_5
(;‘Uﬂ“&&ﬂ&ﬂ&%y RiRi2Ri43 + ...

multiplying and dividing by R; 11
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1 1 1 12
- (== 1BY (RiR+1)” "ReRip1 +
RipiL'y

1 2 1 5
(; — 1)B7 (RiRi41R42)7 "R/ R, 11 R +

1

1 1

3 1_
(; - 1)/3V (RiRi+1R+2R3)7 2Rz Rit1Ri42Ri43 + ]

1 1_ 2 1_
= (— - 1)|:,3V(R1Rt+1)V : + B7 (Rt Ri1Ri42)7 ! +

Riv1'y

3 11
BY (Rt R4 1R 2R 13)7 ~ + :|

1 1
= — —1)N,
LA
1 N,
=(——-1
(7/ )Rt+1

Plugging Eq. (4.63) into Eq. (4.62):

AA _ A A _ _
7’ = Rtl l/yic‘t 7‘32‘ Rtl l/yN[ + C[Rtl 1y
AR ARir1 ARiy AR
AA _ A A _ _ 1
ro_ Rt] 1/y Ct Ct Rtl l/yN[ +Cth1 ]/7(7 _
AR 1 AR+ AR 1 Y
_ _ _ 1
AA, = R Acy + Ae, RV Ny + ARy o/ R) 1/V(; -
It is known that AA; = 0, so:
_ _ _ 1
0=R"""Ac; + ARV N, + AR 1 ¢/ R) 1/V(; -
_ 1 AR 11
0= Rtl l/y[ACt + AC[N[ + (— — l)C[N[ I+ ]
Y Ry
1 AR
0= AC; + AC;N; + (— — I)CtNt—t+l
Y Rit1
1 AR, 41
0= Ac[l 4+ NI+ (= = 1)e, Ny =5
Y Ry

Algebraically ordering the terms, we have:

AR 41
Riy1

1
— ACt[l + Nt] = (; — l)CtNt

AN;
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(4.63)

(4.64)
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_ﬂ[l-i-Nz] . l_ AR

1
Ct N; (V Ri11
Ao Loy N AR (4.65)
Ct 14 I+ Nt R

From Eq.(4.65) it can be concluded that the impact of the next period’s
interest rate on today’s consumption is governed by the consumption elasticity of
substitution (% = 0), as observed in the simplified case.

4.6 Solution of Linear System

In Chaps. 1 and 3 it was pointed out that in the existing literature, there are various
methods for solving systems of linear equations. In Chap. 3, the Blanchard and Kahn
(1980) method was illustrated, and given the nature of the Long and Plosser (1983)
model, the solution could also be obtained analytically. In this chapter, the method of
undetermined coefficients of Uhlig (1999) will be used in order to have an overview
of the different solution methods.

4.6.1 Method of Undetermined Coelfficients

The method of undetermined coefficients seeks that the control variables are a
function of the state variables (E) and the exogenous variable (a;). That is, in the
same way as the Blanchard and Kahn method, this method looks for the policy
function and the state function.

When analyzing whether each log-linear equation is found as a function of capital
(E) and productivity (a;), the table shows (Table 4.5) that Eq. (4.2) (production
function) and Eq. (4.3) (demand for capital considering the interest rate is raw)
depend on these variables. Also, Eq. (4.5) describes productivity.

By introducing the demand for capital in Euler’s equation, this equation would
be a function of capital and productivity:

G = E@ip1 — 0A3@g1 — kis1)) (4.66)

On the other hand, the law of motion of capital contains the state variable and the
shock:

ket = Mke + 2@ + (1 — A1 — 22)G (4.67)
Therefore, if we find the ¢; and E-H in terms of (E, a;), the system would be

solved. To do this, under the method of undetermined coefficients, the following
solution is proposed:



4.6 Solution of Linear System 201

a = ncljgt + ncaa\t (468)
ket = Mk + Nkalis (4.69)

In this context, the problem lies in finding the values of the coefficients: 1., nca,
Nkk> Nka- To this end, the analysis will be performed in five steps:

(1) Euler’s equation. By substituting the proposed solution in Euler’s equation
(4.66), an expression for the coefficients 7., and nx:

Nka(OA3 + Nek) — PO A3 ‘
Nea = 2 1 _C¢ = Nea = f Mikas Nek) (4.70)

NkkO A3 .
Nek = = Nek = (k) 4.71)
1 — nkk

(2) Equation of capital. By substituting the proposed solution in the equation of
movement of capital (4.67), an expression for the coefficients is obtained 1
and ngg:

Nk = A+ (1= A1 = A)nek = ik = f (k) 4.72)
Nka = A2+ (1 = A1 = A2)Neca = Nka = [ (Nea) (4.73)

(3) First coefficient. To find 5., we choose (4.71) and (4.72):
Nek = f (k)

Nkk = [ (Mek) =
Nk = A1+ (1 = A1 — A)nek (4.75)

(4) Finding .. Equation (4.75) is replaced in (4.74), from which we obtain:

O + Qinek + Qo =0 (4.76)

where, first of all, the two roots of this equation represent the two values that
nek can take. Second, the value of this coefficient allows us to obtain the value
of the remaining three and, finally, the values of Q; are:

Qr=1-1 -2

Qr=i—1+0x3(1 =i — 1)

Qo =A0A3
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)

Solving Eq. (4.76) yields the two values of n.:

—014,/0%—40,00

Nekl = 2Q2
—01—,/0%—40,00
Nek2 = 2Q2

The sign of n. that must be chosen is positive because this allows 7 to be
less than one, which indicates that the capital equation is stable (not explosive).
To do this, the sign of each Q; is evaluated:

e (0> <0 (porque A1 > 1y Ay > 0)

* Q>0

* 01 >0(Q1 =4 —140200/11)

From the above, it is shown that n.x» has a positive sign; therefore, this root is
chosen. This allows us to obtain the two coefficients 1., and ngx:

-01—,/0?-40:00
Nek = 20, “@.77)

Nk = A1+ (1 — Ap — A2)nek (4.78)

Remaining coefficients. To find the two remaining coefficients 1., and ni,, we
choose Eqgs. (4.70) and (4.73):

Ma = A2+ A = A1 = A2)Neca = Mka = f(Nea)

Nka(OA3 + Nek) — Po A3 :
Nea = = Nea = J Mka» Nek)

1-¢

Nka and Nea:

—NekA2 + 0 A3(d — A2)
¢ —14+ 1 —=xt —A2)(Nek + 0 A3)
Nka = Ay + (1 — Al — A2)nca

Nea =

With the parameters calibrated for the base model, it is obtained that: 1y =

0.3253, neq = 0.2643, nrx = 0.9841, and ng, = 0.0551. Finally, the solution of the
model for each of the endogenous variables are:

Solution for consumption:

& = Nerks + Nead (4.79)
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Solution for capital:

ket = Mk + Mka@ls (4.80)
Solution for the product:
3 = (1 — )k + ad; “.81)
Investment solution:
_~ Css ~ Igg~
= iCt + ﬂlt
Vss Vss
-~ Vss /~ Css ~
iy =—(( — —c
! lgs ( ! Yss t)

Replacing (4.79) and (4.81):

L= &nck)?z +
lgs Yss
25 (@~ S pa (4.82)
AN ss
Solution (net interest rate):
7 =a@ —k) (4.83)
Solution (gross interest rate):
= I'ss ~ 2~
R =« R (a; — ky) (4.84)

AN

4.6.2 Analysis of Elasticities

The coefficients of the solution of each one of the variables represent elasticities.
This is because the variables are expressed in logarithms. For example, in the case
of consumption we have:

a = nckkt + ncaat
Given that ¢, = ln(%) and similarly for the other variables, we have:

Ct kt ay
In(—) = nekln(-—=) + nealn(—)
Css kss Ass

In(cr) — In(css) = ne(In(ky) — In(kss)) + nea(Un(ar) — In(ass))
In(cr) = —lIn(csg) + In(kss) + In(ags)] + nexln(ks) + nealn(ar)

Taking differential with respect to capital (k;):
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Table 4.6 Coefficients (elasticities) of the linear model solution

Elasticity Expression Value
Elasticity of consumption to capital: 7. —0- \/m 0.3253
Nek = ——20,
. . .. —nekra 0 hs (=)
Elasticity of consumption to productivity: ¢, Nea = G5 +"(]k7;l+f)t;)($h‘k+2()r oy | 0.2643
Elasticity of ¢ + 1 capital to the 7 capital: ngx Nk = A1+ (L — A1 — A)ner | 0.9841

Elasticity of tomorrow’s capital to productivity: nxs | nkq = A2 + (1 — A1 — A2)neq | 0.0551

Note: The expression of the elasticities and their values are in “Campbell_Lfijo.m” (Sect. 4.2)

Aln(cy) = nek Aln (k)

AC[ _ Ak[
o = Nck k.
Acy
o
Ak, — Nck
&
Elasticity,, ;, = nck (4.85)

As can be seen in Eq.(4.85), n. reflects the elasticity of consumption to a
change in capital. In particular, 1., measures the effect of capital (“k;””) on current
consumption (“c;”), keeping productivity constant (“a,” ); that is, if capital increases
1%, consumption increases by n.x %. In this way all the coefficients of the solution
of the log-linear system are read. Table 4.6 summarizes the elasticities.

In the analysis of elasticities, two parameters are important: the elasticity of
intertemporal substitution of consumption o and the persistence of the shock ¢.
To see how these parameters influence the elasticities, we are going to review each
of the elasticities.

Reviewing A1, Ao, and )3

= (1—8) +8(1 —a)2

Lss

=(1=8+8(1-— a)Gk;s“)

Iss
—(1=8)+ (-

1
=(1=8)+(=—-(1-38
( ) (ﬂ ( )

A= F(B) (4.86)
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A2 =8a&
Lss
(57)
= du _krs
5
_ I'ss
T T l—«
o« 1 1—s
= 1—01(E -1 -=9))
A = F(a, B, 95) 4.87)
13 :a;;sss
L_a-s
B
=a(l—-801-9)
A3 = F(a, B,98) (4.88)
Reviewing Qg, 01, and Q>
OQr=1—-21—X
. LRy
- B l—a B
5+ad—1
- _|: l—« ]
0> = F(a, B, 5) (4.89)

Q1=+ —1+0r3(1 =41 — A7)
= A —140Ar3(1 — X1 —A2)
[ —

——
F(B) F(a,B,8)
01 = F(oMa, B, 8) (4.90)
Qo = A0A3
= A1 O A3

—_ =~
FB) F(pB.9)

Qo= F(ePa, B,5) 4.91)
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What Parameters Do the Elasticities Depend on (1.x and 7y;)?

Since Q> is negative, the component inside the radical is positive. In that case, o,
which positively affects Q¢ and Q1, has a positive impact on 7. On the other hand,
01, which is outside the radical, also transfers the positive effect of o on 5. It is
worth mentioning that .4 does not depend on the persistence of the shock (¢):

—01— /02 40,00

20,

Nek = = F(cPa, B,9) (4.92)

From the above, the following observation is concluded:

Observation 1 7. increases as the EIS (o) increases.
On the other hand, when analyzing the coefficient 1, the following is obtained:

Nk = A1+ (1 — A1 — A2)nek

= M +0 =X —A2) Nck
—_—  ————— ~—
F(B) =—8% F(o®a,p,8)
C
= A —(Sﬁ Nck
—~— lss haed
F(B) F(o®Ma,p,s)
C
= )\,1 — 51 Nck
~—~— lss —
F(B) " F(eWa,p.s)
F(a,pB,0)
ik = F(o D, B,5) (4.93)

From Eq. (4.93) the following observations are derived:
Observation 2 1. and g do not depend on ¢.
Observation 3 7y decreases as the EIS (o) increases.

What Parameters Do the Elasticities (1., and 1;,) Depend on?
—NekA2 +0A3(P — A2)

ca= =F($,0,a, B, 4.94
! ¢— 1+ (1 —r —2A) ek + 0A3) F(¢.0. 0. B.3) (4.94)

NMka =A2+ (1 = A1 —A2)Neq = F(P, 0,0, B,5) (4.95)

From expression (4.95) it can be seen that 1., has a nonlinear relationship with
¢ and o. Similarly, it happens for ng, (Fig.4.2). From the above, the following
observations are derived:

Observation 4 1., increases as ¢ increases for low values of o (o0 < 1), but
decreases for high values (o > 1).
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Fig. 4.2 Elasticities (coefficients of the solution) Note: It is worth mentioning that these graphics
are obtained from the code “Campbell_Lfijo_Sim_Parametros.m”

Table 4.7 Special cases

Case | Value of o | Utility function Elasticity | Time series

Casel |0 =0 There is no intertemporal ne = 1 | In(cy) is a random walk, and
substitution effect In(k;) and In(k;) cointegrate

with In(c;)

Case2 o =1 Logarithmic utility function: The substitution effect and the
u(cy) = In(c;) income effect cancel

Case3 |0 =00 Linear utility function: nkk = 0, | k; behaves like AR(1), while ¢,
u(c;) = ¢ Nka = ¢ | and y; behave like ARMA(1,1)

Observation 5 7y, and ny, decrease as the EIS (o) increases.

Table 4.7 mentions three cases of special interest.

4.7 Representation of Time Series

Because we have the solution of the model, that is, each endogenous variable as
a function of the state variable (capital) and the exogenous variable (productivity),
also considering that productivity behaves as an AR(1) process, then the time series
representation can be found ARMA(p,q) for each variable.
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4.7.1 Capital Time Series

From the solution of the model, in particular, from the equation that describes the
behavior of capital in # 4+ 1 as a function of capital in ¢ and productivity, we have
the following:

kit1 = ks + Nkay

where the coefficients ng and ng, have been previously found. From this equation,
we can find the autoregressive form of capital (k;4):

(1 — neeL)kr1 = Nialls
Nka -~

ko = —4 4.96
t+1 1 — UkkLat ( )
Also, a; = ¢a,_1 + ¢
whereas a; can be expressed as:
= 4.97)
ag = 1 — ¢L .
Then you have to:
~ €
Tyt = —Tka i (4.98)

(I —nuLl) (1 —¢L)

The above expression shows that capital behaves like an AR(2): two real roots
(¢ and 1) and less than 1 (k4 is stable). The AR(2) expression for capital is:

Nka €t
(1 —nixL) (1 —@L)

(1= L) — pL)krs1 = neacs

(1 = nueL — SL + nikdLDkr 11 = Naer

ket — ke — ke + mirpki—1 = Traer
ka1 = (@ + nedke — ixdke—1 + Mkaer (4.99)

ki1 =

4.7.2 Production Time Series

In the same way as in the case of capital, to find the time series expression of the
product, we start from the solution of the model:

3 = + (1 — )k (4.100)
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To find the time series model of the product (y,), the expression for productivity
(as a function of the error) and the expression of capital (as a function of
productivity). The latter corresponds to Eq. (4.97):

3 = o + (1 — a)k

~ €y Nka ~
= 1 —_ —_— —
Vi a1—¢>L +( a)(l_nkkL)at 1
—~ et Nka €r—1
=« + -
SRR Y) (I — L) (1 — ¢L)
~ € NkaL €t
3 =« +(1—a) (4.101)
Tl -¢L (1 — L) (1 —¢L)
Equation (4.101) suggests that the product behaves like ARMA(2,1):
1-— — L
5 = |:Ot + [(1 — ) Nka — oenik] }l (4.102)
(I = L)(1 — ¢L)
(1= L)(A = ¢L)3: = [@ +[(1 — @) nka — anix]L]e;
(1 — kL — 9L + nixp L*): = ave; + [(1 — ) nea — ook lér—1
Vi — NkkYi—1 — ¢Vi—1 + Mk dYi—2 = € + [(1 — @) nka — anpiler—1
Vi = ik + P)Vi—1 — Mk PYi—2 + @€ + [(1 — d)nrg — anpiler—i
AR(2) MA()
4.7.3 Consumption Time Series
From the model solution:
a = nckE + ncaa\t
Consumption behaves like a ARMA(2,1):
— L
/C\t _ |:nca + (ncknka ncankk) i| . (4103)
(I = L)1 — ¢L)

4.7.4 Time Series of Gross Real Interest Rate

From the model solution:

Rist = A3@rt1 — ket1)
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The interest rate behaves as an ARMA(2,1):

(1 — kg — Mk L) ]
t

Riy1 =2
! 3|:(1—77kkL)(1—¢L)E

4.7.5 Inversion Time Series

From the solution for the inversion (Eq. 4.82):

-~ C - C -~
i = —a——=na) ki + @ — —=nca) &
Yss YVss

Nik Nia

ir = Nikk; + Nialy

’lt; = nit Nka €r—1 + nia €t
(1 —niL) (1 —¢L) 1—¢L

—~ [ L €
iy = _nik—(l ik;;kkL) + niai|—1 _I¢L
T [ NikNka L + nia(1 —nkkL)] €

i (1 = nwL) 1 —@¢L
T [ Mia + MikNka — 77ia77kk)L:| €

i (1 — kL) 1 —¢L

Therefore, the inversion behaves like an ARMA(2,1):

= _ [Uia + (MikNka — Uiankk)L]
' (I —nul)(1—¢L) |

4.8 Impulse-Response Functions

(4.104)

(4.105)

The construction of the impulse-response function of the endogenous variables
requires two stages. In the first, the capital autoregressive form AR(2) is transformed
to its moving average version MA(oo). In the second, the impact, in each period, of
a temporary shock (of a single period) in each endogenous variable is quantified.

First Stage The MA(co) form of capital is obtained:

ki1 = (@ + ke + —nd ki—1 + Neacr
S—— N——

1 (%)
kst = Prki—1 + dpaks + Nra€r
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(1= 1L — g2 LDkit1 = nats
Calculating the roots of AR(2):
1—¢iL—¢L?>=0
In factors:
(L—=yD)(L—y)=0

Factoring y; from the first factor and y, from the second:

1 1
V1 (—L — 1>y2(—L - 1) =0
Y1 y2

The expression reduces to:

1 1
< — L—l)( — L—l):O
3J| »2
—— ——

01 6>

Multiplying by (-) both terms:
1—-6L)(1 —6,L)=0
So, equivalence of roots:
(L=yD(L—=y2)=0-=601L)(1—-6,L)=0

where:

1
« =1
P 1
* 2 2

Using the equivalence of roots of AR(2):

(L — y)(L — yDki41 = Nkats
(1 =0 L)(1 — LYk 41 = Neaty
z 1
= €
t+1 (1—6,L)(1 — 6,L) Nka€:

w(L)
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where:

W(L) =1+ Y1L+yoL? + 3L + ...+ Y LK + ...
k
—_
k== 291]92 !
j=0

MA(o0) version of capital:
ket = (L+ Y1 L+ yoL? + Y3l + ) nkaer (4.106)

With this expression, we calculate the impulse-response function. The extended
version of Eq. (4.100) is as follows:

ki1 = A+ 1L 4+ YaL? + Y3 L3 + . ) nraes
ki1 = ka€r + W1mka)er—1 + Wanka)er— + (Wanka)€—3 + ... (4.107)

Second Stage In this stage, the impulse-response function of capital in the face
of a shock of productivity is calculated. For the calculation of the capital impulse-
response function, it is considered that the impulse or shock e, takes place in a single
period (period one) and that it takes the value of a standard deviation o, which is
assumed to be equal to one; that is, at t = 1, €, = o = 1. The error (¢;) takes
the value of zero during the periods before the shock and after the shock. Table 4.8
shows the construction of the capital impulse-response function.

At ¢t = 0 all variables are in their steady state. The capital at + = 1, which is
determined at ¢ = 0, is also in a steady state, so much so that the law of movement
of capital is fulfilled: k; = (1 — §)ko + ip, where k; = ko = kss. The shock of
productivity occurs in the period ¢t = 1, which produces the following effects:

First Effect (on Firms) An increase in productivity produces an increase in the
production function for each level of capital. Capital becomes more productive at

Table 4.8 Construction of the capital impulse-response function

t e Version MA(00) of k41 IRF of k41
0 €=0 ki=nw € +Wimka) e—1 +... ki = Mkaco
—_ —_
= =0 =0 =<
Ller=1k=n € +W1Mka) €0 +... ko = nka€l
— —
=1 =0
2 le2=0 k3s=ma € +W1na) €1 +W2nka) €0 +... k3 = Y1nka€l
—— —— ——

_ =0 =1 -0 _
3le3=0 ka=ma €3 +(W1Mka) € +W2nka) €1 +(W3Mka) €0 +... | ka = Y2nra€
—_ —_ —_ —_

-0 -0 = =0

4 leg=0|... ks = Yanea€l



4.8 Impulse-Response Functions 213

Fig. 4.3 Effect on the Y
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t = 1; that is, with the same capital more can be produced. Therefore, the demand
for it increases (Fig. 4.3).

Second Effect (on Firms) The increase in capital demand allows the interest rate
at t = 1 to increase: 1 r;(ro —> ry1), r1 > ro. This is because the supply of
capital at 1 = 1 remains constant and is not affected by the shock of productivity
(Fig.4.4).

Third Effect (on Households) The increase in the real interest rate produces an
income effect on consumption:

1 re(r1 > ro) —> riky > roko — 1 c1
Fourth Effect (on Households) The increase in the interest rate encourages
saving, which in a closed economy is equal to investment. So, the investment goes
fromig to iy (i; > ip). The impact of a greater investment is observed in the increase

in the supply of capital in the following period (¢t = 2):

ky = (1 —8)ki + iy
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So:
i1 >ig— ky> Kk

Fifth Effect (on Firms and Households) The impact of the productivity shock is
persistent; that is to say, its effects are positive, although they decrease over time.
At t = 2, the production function increases, which causes the demand for capital to
also increase, but to a lesser extent than that observed at + = 1. This produces that
the real interest rate at + = 2 is lower than at t = 1 (r» < rq); however, it is still
greater than the value atr = 0.

Then, given that the individual compares his situation in each period with respect
to t = 0 (steady state), then this higher interest rate (r, > rp) produces two effects
on consumption:

ro > ro : substitution effect — | ¢; 1 ¢
ro > rg : income effect — ryky > riky —1 ¢

Therefore, the final effect of the interest rate on consumption, for small o, is
(Fig.4.5):

El > |[ES| —1tc1 T

Table 4.9 shows the values of the impulse-response function of the endogenous
variables of the model. To correctly read these values, remember that these functions
correspond to log-linear variables, which, for example, for the product are expressed
as follows: y; = In(y;) — In(yg,) or in its reduced form y; = ln[%]

In line with the above, according to Table 4.9 the value of the (log-linear) product
at t = 0 is equal to zero. That is, o = ln[ny‘z] = 0. The only solution for this

expression is that yy_o = 1, which leads to yo = y;s. This means that when the

Fig. 4.5 Effect on the supply Oki=Oko Oke
and demand of capital . .
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Table 4.9 Values of the impulse-response function (log-linear variables)

t Y ki1 G iy R, a

0 0 0 0 0 0 0

1 0.667 0.05512 0.26429 2.20468 0.02636 1

2 0.652 0.10660 0.26901 2.11441 0.02359 0.95

3 0.63747 0.15464 0.27321 2.02834 0.02098 0.9025
4 0.62337 0.19943 0.27691 1.94626 0.01852 0.85738

Note: Because the shock occurs in the first period (# = 1), the value of the variables at t = 0
is zero. It is worth mentioning that these values are obtained from the code “Campbell_Lfijo.m”
(Sect. 4.4)

log-linear variable y; is at zero, this means that the level variable y; is in its steady
state.

On the other hand, at t = 1 the value of the product (log-linear) is equal to 0.667,
in which the following is true: y; = 0.667 = ln[ ] Solving the second equality

we have that y L — 0667 ~ 1 4 0.667. Therefore, 2L = 1 + 0.667, which finally
leads to y; = (1 4+ 0.667) ygy:

Att =1+ 3 =0.667 — y; = (1 +0.667)yss

log-lineal variable variable in level

Consequently, the value (0.667) of the impulse-response function at t = 1 means
that the output variable in levels (y1) is 66.7% above its steady-state level (ys;).
In Fig. 4.6 and Table 4.9 the following can be observed:

1. Att = 0 (before shock) all variables remain in their steady state. Therefore, the
log-linear variables at r = 0 are equal to zero (Xy; = ln("“) In(1) = 0).

2. In the period of the shock (t = 1), €] takes the value of ﬁs standard deviation,
in this case, equal to 1.

3. The first effect of the shock of productivity is an increase in the production
function, which increases the marginal productivity of capital P M gk;, that is,
the demand for capital in “t” (Dy).

4. The increase in capital demand increases today’s interest rate (ﬁ,). This is

because the supply of capital is perfectly inelastic (vertical) because it is fixed

in the previous period kr.

0 Rt — produces an income effect (IE): 1 (Rtkt)

The income effect increases the ¢; and i;.

1 i; expands kyy1 (capital supply of “t+17).

The above produces a drop in the interest rate at “t+1” (] 7:41), but it is still

above its steady state; in other words, it is higher than the interest rate before

the shock 1”?\0, which encourages the household to shift consumption from today

“t” to tomorrowiullaby “t 4+ 1.” That is, there is a substitution effect that is

governed by the elasticity of substitution of consumption. In order to see this

PN
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Fig. 4.6 Impulse-response function of log-linear macroeconomic variables Note: These impulse-
response functions correspond to the log-linear variables, that is to say, to y;, k;, ¢y, i, 77 y a. It is
worth mentioning that these graphics are obtained from the code “Campbell_Lfijo.m” (Sect. 4.4)

relationship, let us review the Euler log-linear equation:

~ ~ 1~
Cr = Et[Ct+1 - ;Rl+l]

Here it can be seen that if the interest rate of ¢ + 1 increases by 1%,
then consumption today “t” is reduced by % (elasticity of substitution of
consumption). All this is the substitution effect produced by the interest rate.
9. §,+ 1 (but above the steady state) produces two effects: substitution effect
(SE) and income effect (IE).
10. Substitution effect (of the interest rate):

Riy1>R —17¢
11. Income effect (of the interest rate):

Riy1 > Ry =1 ¢rq
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Fig. 4.7 Impulse-response function of macroeconomic variables in levels Note: These impulse-
response functions correspond to the variables in levels, that is to say, a y;, k¢, ¢;, iy, Ry, and a;. It
is worth mentioning that this graph is obtained from the code “Campbell_Lfijo.m” (Sect. 4.5)

Some ideas can be concluded from Fig. 4.7. The first is that capital is larger
in units than any other variable. For example, the steady-state value of capital is
23.88 units, which is greatly larger than the other variables (the steady-state value
of output is 2.87 units). To understand why the sfock of capital in steady state is
large, it is necessary to review the parameters on which it depends:

1 1
L —a-97
_|?
kSS_[ 1_a ]

Applying the sign of the exponent, we have:

1
km:[ll;a}a
F—0-9

So, ks is a function of «, B, and §. First, the exponent é is greater than one
because « is less than one (= 0.667). The smaller « is, the larger the exponent
and the larger the numerator which will increase the k. Second, an increase in the
depreciation rate reduces kg, which makes sense since capital is consumed at higher
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depreciation. For example, if capital is fully depreciated (6 = 1), then ks, = 0.1880.
Finally, a higher discount rate increases k.

The second conclusion is that the investment is very small compared to the
capital. This is because in a steady-state investment iz is equal to a proportion of
capital dkgs. Furthermore, § is equal to 2.5%; that is, the investment in steady state
(= 0.597) is equal to 2.5% of the capital. A third conclusion is that the values of
the impulse-response function of the log-linear variables comply with the following
expression:

Then a relationship between the levels of the variables can be obtained (in the
impulse-response function of the variables in levels):

5= 28+ 2,
Yss Vss
In (£> = Cs—fln<i> + liln<l—t>
Yss YVss Css Yss lss
Css Iss . Css
In(y) = (In(y;) — —In(cgs) — —In(iss)) + —In(c;) +
58 Yss Yss
lﬂ]n(il) (4.108)

ySS

An important conclusion can be drawn from Fig. 4.8 (graph on the right): in the
face of a shock of productivity, investment reacts strongly, outperforming output and
consumption. Moreover, the investment increases a little over 200% of its steady-
state value. In addition, the variables take more than 100 periods (quarters) to return
to their steady state because the shock has a high persistence (¢ = 0.95).

4.9 Simulation of the Endogenous Variables

For the simulation of capital, we will use its autoregressive representation AR(2):
ki+1 = ¢r1ke + ¢oki—1 + Nka€s

We will assume that the variable starts at its steady state: 750 = 0. Also, it is
assumed that the variable in previous periods has been kept in steady state, so: k-1 =
0 (Table 4.10).

For the simulation of the macroeconomic variables such as output, consumption,
and investment, we first need the simulated series of productivity @, and capital
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Variables (in levels) Variables (log - lineal)
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Fig. 4.8 Impulse-response function (comparison of variables log-linear vs. in levels) Note: It is
worth mentioning that this graph is obtained from the code“Campbell_Lfijo.m” (Sect. 4.5)

Table 4.10 Log-linear t e AR(2) representation of k; |
capital simulation = = =
0 | €p = 0 (steady state) | k; = Prko + d2k—1 + Nraco
1 | €y = random value 7c\2 = (1)17(\1 + (1)27(\0 + Nka €1
2 | ey = random value | k3 = qbfz + ¢>2E1 + Nka€2
3 | €3 = random value 724 = ¢1’k\3 + ¢2’k\2 + Nka€3
4 |e4 =random value | ks = $iks + ¢oks + Nracs

E, which are displayed in Table 4.11. For the latter, the solution of the log-linear
equation system is used:
a4 =¢a;_1+e€
ki1 = ok + ¢aki—1 + niaes

For the simulation of the other macroeconomic variables (y;, ’c\,,/i\t, and E), the
following solution is used:

3 = ady; + (1 — aky)

o~

Cr = Nekkr + ncaa\t
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Table 4.11 Simulation of productivity and capital (log-linear)

t € 51

0 e =0 ap=0

0 €1 = random value of N(0,1) a =0.1832
0 €2 = random value of N(0,1) a = —0.8557
0 €3 = random value of N(0,1) a3 =0.1363
0 €4 = random value of N(0,1) a4 = 0.4366

Table 4.12 Simulation of log-linear macroeconomic variables

i

Yo = aap + (1 — ako)
y1 =aay + (1 —aky)
y2 = aay + (1 — aky)
3 =aa3z + (1 — aks)

AW = O

v4 = aas + (1 — aky)

~

Ct

€0 = TNekko + Nea@o
c1 = Nekki + Neatt
€2 = Nekka + Neaa
€3 = Nekk3 + Ncaas3
c4 = Nekka + NeaGs

12

io = Nikko + NiaGo
i1 = nikki + niaay
i2 = nikka + Niaaz
i3 = nikk3 + niaa3
i4 = nikka + Niqas

ki1
k=0
ka
ks
ks
ks =

=0.0101

= —0.0372
= —0.0291
—0.0046

R

Ro = A3(ao — ko)
Ry = A3(a1 — k1)
Ry = A3(az — k2)
Rz = A3(a3 — k3)
Ry = A3(as — ka)

-~ Yy

i = ﬂ(l -0 - _nck)kt + —( - _Uca)at
lss Yss Lgs Vss

ﬁt = )\3(21\1 —E)

where: nik = 722 (1 — o — $2776k) ¥ thia = 72 (@ = $21ca)

The 31mu1at10n of the variables can take negatlve values because they are
expressed in log deviations from their steady state (ln( )) The negative value
of the log-linear variable means that the variable in levels 1s below its steady state
(Table 4.12). Also, the log-linear simulated variable is expected to have negative
values because its mean is equal to zero. However, the simulated variable in levels
has only positive values (Fig. 4.9).

4.10 Cyclic Component of Simulated Variables

To find the cyclical component of the log-linear variables, the Hodrick-Prescott
filter (HP filter) is applied. This filter allows the series to be separated into two
components: the trend component and the cyclical component. Figure 4.10 shows
the cyclical and trend component for each simulated variable.
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Fig. 4.9 Simulation of log-linear macroeconomic variables Note: Capital behaves like AR(2),
while output, consumption, investment, and the real interest rate behave like ARMA(2,1).
Furthermore, productivity follows an AR(1) process. This graph is obtained from the code
“Campbell_Lfijo.m” (Sect. 4.6)

What we are interested in evaluating from the model are the moments of
the cyclical component of each simulated variable, that is, the variance, the
autocorrelation and the correlation with other variables.

4.11 Computation of Theoretical Moments

When simulating the model in Matlab, what is obtained are the theoretical moments
for the log-linear variables. What is needed, however, is to return to level variables
because the empirical moments correspond to level variables. To calculate the
theoretical moments of the variables in levels, the relationship between the log-
linear variable and the variable in levels is used:

Xt

X =ln(—) (4.109)

Xss

Mean The mean of the log-linear variable is zero. After the algebraic artifices,
relation (4.110) is concluded, which indicates that the mean of the logarithm of the
variable “x” is equal to the logarithm of the variable in a steady state:
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Fig. 4.10 Application of the HP filter to the simulated variables Note: Since the calibrated
parameters correspond to quarterly data, then each period in this figure is understood as a quarter.
This suggests that the HP filter smoothing parameter corresponding to quarterly data (A = 1600)
should be used. This graph is obtained from the code “Campbell_Lfijo.m” (Sect.4.7)

R X
xr=In (—t>
Xss
R X
Ext = Eln <_t>
Xss

nz, = E(n(x;) — In(xs))
uz, = E(n(xy)) — In(xgs)
Wz, = Min(x) — In(xss)
0= fin(x;) — In(xss)
Min(x) = In(xss) (4.110)
Variance The variance of the log-linear variable is equal to the variance of the

logarithm of the variable in levels (see Eq. 4.111). By default, the standard deviation
of both variables is the same:
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Var(x;) = Var <ln (ﬁ>>
Xss

By property : Var(ax +b) = a*Var(x)
Var(x;) = Var(ln(x,) — ln(xss))
Var(x;) = Var(ln(x,))
a% = g[i(x,) (4.111)

Correlation The correlation between two log-linear variables is equal to the
correlation between the logarithm of the said variables in levels:

N ~ o~
Yoim1 & — uz) i — us)
0705

corr(x,y) =

Pero : uz =0y ug =

A
corr(f,j?) _ Zi:l(xt)(yl)
0305
_ X UnihUnsh
0305
_ XL (n(xi) — Inxgs)(Iny) = Inyss)
0505
_ X UnGa) = pinee)Un i) = pingy)
Oln(x;)9n(y)
corr®, %) = corr(in(x,), In(y,)) 4.112)

From the above, it is concluded that the second moments of the log-linear
variables are exactly equal to the second moments of the natural logarithm of the
variables in levels. Therefore, we can conclude that the second moments of the
cyclical component of the (simulated) log-linear variables are identical to those
of the cyclical component of the logarithm of the variables in levels. Then, it
is enough to compare the moments (of the cyclical component) obtained by the
model (simulation) with the corresponding ones obtained from the data (variables
in logarithms).

To make the comparison, the following is done: first, the study period of the
macroeconomic variables is set (for example, 1980.Q1 to 2016.Q3). This period is
made up of 147 quarters. Second, 500 simulations are performed considering that
each variable has a period of 147 quarters. Third, for each simulation, the HP filter
is applied and the cyclic component is abstracted. Then, the mean, variance, first-
order autocorrelation, and cyclical component correlation are calculated for each
simulation. Fifth, a distribution is constructed for the mean, variance, first-order



224 4 RBC Model with Constant Labor

Product Capital Caonsumption
25

20

Investment Gross real interest rate Productivity

2 25 3 a5 4 0025 003 0035 004 0.045 5 1 1.5 2

Fig. 4.11 Distributions of the standard deviation of the theoretical model Note: These distribu-
tions are obtained by simulating the variables 100 times considering a period of 150 quarters.
The value taken from each distribution is the average value. This graph is obtained from the code
“Campbell_Lfijo_Sim_Variables.m” (Sect.4.7)

autocorrelation, and correlation. The mean value of each distribution is chosen, and
that value represents the value of each second theoretical moment. Finally, these
values are compared with the data (Fig.4.11).

4.12 Comparison of the Theoretical Model with the
Empirical Data

Some conclusions can be drawn from Table 4.13. The first is that the data suggest
that the volatility of investment is greater than output and consumption, so much
so that the standard deviation of investment is 4.8 times the volatility of output and
6.4 times that of consumption. However, the theoretical model does not capture all
of these relationships found in the data. In the first place, although it maintains that
the volatility of investment is greater than that of consumption, it overestimates the
magnitude (the volatility of investment is 8.2 times that of consumption). Second,
the volatility for the three variables (product, consumption, and investment) is well
below what is observed in the data. On the other hand, a benefit of the model is that
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Table 4.13 Comparison of the cyclical behavior of the theoretical model with the empirical data

US empirical data Theoretical model
Corr. with Corr. with
Variable DesEst (%) product (t) DesEst (%) product (t)
Product 1.72 1 0.85 1
(0.093)
Consumption 1.27 0.83 0.34 0.9874
(0.0382)
Investment 8.24 0.91 2.82 0.9972
(0.3065)

Note: The empirical values have been taken from Cooley and Prescott (1995), which have been
calculated under the sample period from 1954.1 to 1991.111. On the other hand, the theoretical
values have been obtained from a simulation of 100 times considering a period of 150 quarters.
The values shown in the theoretical model are the average values of each distribution. These values
are obtained from the code “Campbell_Lfijo_Sim_Variables.m” (Sect. 4.8)

it captures the correct direction in terms of volatility (¥): ¥Yinvestment > Vproduct >
Y textconsumption-

A second conclusion is that the temporal correlation of output with consumption
and investment is overvalued by the model. However, this is much closer to the
product-investment correlation than the one corresponding to consumption.

4.13 Summary

In this chapter, we have raised the simplifying assumptions about preferences
and technology to study an RBC model with constant work. In this context, our
objective has been to verify that a model of this nature can replicate the most
important stylized facts of the goods market, that is, the properties of consumption
C;, investment I;, and GDP Y,.

We begin, as usual, by characterizing the behavior of households, firms, and the
competitive equilibrium in the goods market. We proceed to calibrate the model,
having to make a decision regarding the value that the elasticity of intertemporal
substitution of consumption takes.

We find the steady state of the model and proceed to log-linearize it. We
concentrate an important part of this section discussing a fundamental dynamic
mechanism in RBC models: the income effect and the substitution effect of the
interest rate on aggregate consumption. These effects are reflected (in our model)
in a single parameter, 6, the intertemporal elasticity of consumption, which is a
very important mechanism to induce persistence in consumption when the economy
experiences a shock.

With the log-linearized system, we proceed to solve it with the method of the
undetermined coefficients of Uhlig. Additionally, we note that log-linearizing the
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system allows us to interpret the coefficients of each equation as the elasticity of the
control variables with respect to the state variables.

Once the model is solved, we proceed to analyze the time series representations
of the control and state variables of the model, together with the impulse response
functions of each variable of the model when it experiences a shock of productivity.
The immediate effect on output, investment, and productivity is an increase in each
variable, which then decreases monotonically to the steady state; this is because
the shock is stationary. On the other hand, capital and consumption have an FIR in
the form of a “hump,” reaching its maximum value after 10-20 periods and then
declining monotonically.

The following sections proceed to simulate the endogenous variables of the
model, extract their cyclical component, and calculate the theoretical moments of
the cyclical component of the simulated series to compare it with its empirical
counterpart. By performing this exercise, we can extract two stylized facts: first,
the model manages to qualitatively replicate the magnitude of the volatilities, with
investment being more volatile than output and consumption less volatile than
both. Second, the model predicts that all variables move procyclically with output,
which we also observe in the data. However, the model overestimates the degree of
procyclicality of investment and output, while underestimating the volatilities of all
the variables.

We conclude that although the model qualitatively reflects some relevant features
of the goods market, quantitatively there is still much room for improvement. In the
next chapter, we introduce hours worked as a household decision variable and a firm
input, with which we are equipped to analyze equilibrium in the labor market.

4.14 Codes

The solution of the model as well as the impulse-response functions and the
simulation of the variables have been developed directly in Matlab (by building
several m-file) and also through Dynare (by building a mod-file). The result of both
paths is the same, but the advantage of directly building an m-file is that many details
can be made explicit in the solution and simulation of the model, which is already
programmed in Dynare (Table 4.14).
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Table 4.14 Codes in Matlab and Dynare

Codes
Matlab
Campbell_Lfijo.m

Campbell_Lfijo_Sim_Parametros.m

Campbell_Lfixed_Sim_Variables.m

Dynare
Campbell_Lfijo_Dynare_nolinear_log.mod

Campbell_Lfijo_Dynare_linear_log.mod

227

Description

This m-file computes the steady state and solution
coefficients derived from the method of
undetermined coefficients. In addition, it calculates
the impulse-response function and performs a
simulation of the variables. Finally, apply the HP
filter to obtain the trend and cycle of each
simulated variable

This m-file simulates the values of the elasticities
(coefficients of the solution) as a function of
persistence (¢) and the EIS of consumption (o)
This m-file simulates 100 times the variables (form
ARMA(p,q)) for 150 periods. It is worth
mentioning that both parameters can be changed by
the user to perform different simulations

This mod file contains the nonlinear model with
variables in logarithms and is the one used by
Dynare to solve the model

This mod file contains the linear model with
logarithmic variables and is what Dynare uses to
solve the model. It is worth mentioning that both
mod files provide the same result in terms of policy
and state functions



Chapter 5 ®
RBC Model with Variable Labor Supply oo

5.1 Introduction

This chapter has two objectives: the first is to extend the model described in Chap. 4
by considering variable labor supply. This extension allows us to understand the
labor market’s role in economic cycles. The second objective is to compare the
performance of the model of Long and Plosser (1983), developed in Chap. 3, with
the two models of Campbell (1994): the model with fixed labor supply, developed
in Chap.4, and the model with variable labor supply, developed in this chapter.
An advantage of the model in this chapter is that under the assumption of labor
substitution elasticity equal to one and full depreciation, the model of Long and
Plosser (1983) can be obtained; that is, this last model is a particular case of the
more general model described in this chapter.

With these goals in mind, this chapter is split into two sections. In the first, the
elements of the model are described; that is, the behavior of households and firms,
the market equilibrium, the shock of productivity, and the system of equations that
summarizes the model are also specified. Additionally, we show the values that are
assigned to the parameters (calibration), the calculation of the steady state, and the
log-linearization of the system of equations of the model. Finally, this log-linear
system is solved using the method of undetermined coefficients, as explained in
Chap. 4.

In the second section, we analyze the model solution. This analysis includes
the sensitivity of the coefficients of the solution to different values of the deep
parameters of the model. This sensitive-parameter task aims to evaluate how the
model solution responds when the parameters change. One conclusion of this task
is that the solution coefficients associated with the stock of capital are insensitive to
the persistence parameter of productivity shock ¢. Moreover, the impulse-response
function is calculated before a shock in productivity. Finally, two analyses are
carried out: the first evaluates the need for the shock of productivity to be significant
so that the RBC model can replicate the business cycle data, and the second
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evaluates the importance of the elasticity of labor supply to improve the ability of
the model to replicate the data.

5.2 Model Elements

5.2.1 Model Construction
5.2.1.1 Households

In this model, it is assumed that identical households with infinite life populate the
economy. These households obtain welfare from consuming goods (c;) and leisure
hours (/;). These preferences are reflected in the following utility function:

1 — k)=
u(ers he) = In(er) +9 L=
I_Vn

where 6 represents the consumer’s valuation of leisure in his/her utility function and
v, represents the inverse of the labor substitution elasticity, which also represents,
as will be seen later, the inverse of the elasticity of labor supply (Frisch elasticity).
In addition, the total number of hours available to the household is normalized to
one such that the time allocation is consistent with the following constraint:

l[ + hl = ]s
where h; are hours dedicated to work and /; are hours dedicated to leisure. Since

households have rational expectations and are optimizers, they maximize their
discounted expected utility function represented by

00 1-
1—h Vn
Max Ej Zﬂt |:ln(Ct) +9¥]' .1y
{ershe k1172, =0 1- Vn

Households must choose the optimal time paths of ¢;, h;, and k;41. Additionally,
the budget constraint of a household is defined by the following expression:

Cr +ir = wihy + riky, 5.2)

where

* i; is the investment used by the household to accumulate a stock of capital goods
that, in turn, will be rented to firms.

* w;, represents the real wages.

* r; is the capital rental rate paid by firms.
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Furthermore, households are supposed to own capital goods in the economy, so
they must invest (i;) to offer capital at “t+1.” The equation for movement of capital is

ki1 = (1 =8k + i (5.3)

Household Optimization Problem
The household optimization problem is summarized in Eq.(5.1) subject to the
budget constraint, Eq. (5.2), and the law of motion of capital, Eq. (5.3) :

a —h»l—w]

o
Max E, Z B! [ln(c,) +0—
=0 —Vn

{erhekep1172
¢ +ir = wehe + reky
kiyr = (1 — 8k +i;
Lagrange Function and First-Order Conditions
Considering the two constraints, it can be concluded that both could become a single
constraint. To do this, investment i; is cleared from the capital equation of motion

and introduced into the budget constraint. Thus, the following unique constraint is
obtained:

¢t +kipr = wihy + (e + (1 = 8)k, (5.4)

Given this unique constraint and objective function, the Lagrange function is
defined as follows:

L= EO{ Z,Bl[u(ct, he) + de(wehy +reky — ¢ — kepr + (1 — S)kt)]}
t=0

The first-order conditions are the following:

AL 1
—=0= — 4+ M(-1)=0 (5.5)
8ct Ct
AL —6
= 0= o A(wy) =0 (5.6)
AL
T 0= E[A(=1) + Bhip1(ripr + (1 = 8)] =0 (5.7)
t

Intratemporal Condition This is represented by the labor supply, which is obtained
from Eqs. (5.5) and (5.6):

01 —h) 7 =2 (5.8)

Ct
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Intertemporal Condition This is represented by Euler’s equation, which indicates
the optimal consumption path. This is obtained from (5.5) and (5.7) as follows:

1
_:,BEt|:

Ct

[rie1 + (1 = 5)]} (5.9)

Cr+1

Equations (5.8) and (5.9) represent the two main behavior equations of the
households. One of these equations is labor supply, which is influenced by the
parameter y,. The inverse of this parameter is known in the literature as the Frisch
elasticity of labor supply, as detailed below.

Frisch Elasticity of Labor Supply (FELS) This is the percentage change in labor
supply given a percentage change in the real wage holding the marginal utility
of consumption constant. In addition, the FELS measures the substitution effect
that a change in the real wage generates in the labor supply. In other words, it
does not consider the income effect derived from intratemporal substitution between
consumption and leisure. The calculation of the FELS involves three steps, which
are described below:

Step 1. The total differentiation of labor supply (5.8) is calculated using Eq. (5.10):

61 —hyy 7 =21

Ct
Applying : Full differentiation

Aw; — w A
O(—ya) (1 — ht)_y"_l(—Ah;) — CraAW — Wi AG

¢
Ordering the terms :
A A

O(1 — hy) Y pp, = 20 Y 2a

(1 - ht) Ct Ct Ct
_ Wyt
For the labor supply : (1 — h;) " = —
Ct

Wi Vn AW wida

¢ (1 —hy) Ct ¢

S T S

Ct
Aht N Awt AC[
(I—h)  w Ct
h[ Al’lt Aw[|: AC[/C; i|
Yn— = 1 -
he (1 = hy) Wy
h[ Ah[ Au)t|: ACT/CZ }
Vn = -
Awt/wt

Vn

Aw: /wy

l—hth_t Wy
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Ahl/h[ —i[l_ht}[l AC;/C[ ]

Aw; /w; B Vn hy a Awe /wy
1[1—-h
hw t cw
eV = — [1—ef"], (5.10)
! Vn|: hy :| !

where eﬁ“" represents the elasticity of the labor supply with respect to the real

M); on the other hand, ef* is the elasticity of consumption with

Awy /wy
respect to the real wage (%).

Step 2. According to the definition of the “Frisch elasticity,” the marginal utility of
consumption remains constant, which indicates a level of fixed consumption that
is invariant to changes in the real wage and, therefore e would equal zero.

Step 3. Finally, the FELS is represented by the following expression:

1[1—h
e = —[ t} (5.11)
Yn hy

wage (

As we can observe, FELS (eﬁ””) depends inversely on the y,. Therefore, y,, is
considered the inverse of Frisch elasticity (FELS).

In the RBC model, a higher Frisch elasticity (low y,) further amplifies the
productivity shock: a larger labor supply elasticity increases labor and hence
production in ¢.

Intertemporal elasticity of labor substitution The marginal rate of substitution
(T MgS2) indicates the amount of good 1 that one is willing to give up if good
2 is increased by one unit, keeping the utility level constant:

0x1 UMg>
TMgSio,=—=——""-"-
’ 0x) UMg

Additionally, the elasticity of substitution (E'S] 2) measures the ease of substitut-
ing one good with another. It also measures the curvature of the indifference curve
and, therefore, the substitutability between goods:

ES; 2 — dln(x1/x2)
’ aln(TMgS1.2)

It is also worth mentioning that elasticity of substitution is observed in two
dimensions: intratemporal (between consumption and leisure) and intertemporal
(between current and future consumption) (see Table 5.1).

By applying the intertemporal case for labor supply, the intertemporal substitu-
tion elasticity of labor (%, h;41) is obtained:

—Vn
. oo 1 _1=h
TMgSItH,t = _Ef|:3<l—h,i|> :|




234 5 RBC Model with Variable Labor Supply

Table 5.1 Elasticity of

i Intratemporal (c;, ;) Intertemporal (¢;, ¢;41)
substitution
_ _UMmg - UMg.,
TMgSI.,; = — Tile TMgSIt‘H’t = _E’[ﬁUng;l]
_ dln(ci /1) c _ dln(erqr/er)
ESl, 1, = Bln(TMgSI[(.,_/I) ESIf,, = aln(TMrgSI,Z:l_,)
h _ 1 1—hit
. ESIH_“ = ynEt|: Tz

According to the expression of ES Ith+l,t’ parameter y, can be considered as the

inverse of the intertemporal elasticity of labor substitution. In this scenario, Frisch

elasticity and the £ Sll’fH , are similar.

5.2.1.2 Firms

In this model, it is assumed that firms operate in a context of perfect competition,
both in the market for goods and for factors of production. In this scenario,
the representative firm maximizes its profit function, subject to its technology
(production function). The firm’s optimization problem is described as follows:

Max 11, = y, — [wih; + k]
{kivht}?i()

Subject to the production function or available technology
v = ak®hl = (5.12)

The production function can be introduced into the profit function m;, which
allows the optimization problem to be reduced to an unconstrained one:

Max  I1, = a;k%h! =% — [w/h; + k] (5.13)
{klvhl}toio

Directly deriving the objective function, Eq. (5.13), with respect to capital k, and
labor h;, we obtain

o7,
—L = 0= qak® W -, =0
dk;
1—
a—atkgh’ - =r
ky
Capital demand :
r_y, (5.14)

o =
ke
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oIl
—L =0= a;(1 — k®h;% —w; =0
oh;

akenl=

(1 —a) t [htt = w,
Labor demand :
(1—a)2 =, (5.15)
hy

5.2.1.3 Market Equilibrium and Definition of Shock

To complete the model, it is necessary to add two equations. The first is the
equilibrium in the goods market, described by the following expression:

ye=c¢ +i (5.16)

The second equation describes the behavior of “productivity,” which behaves like
an AR(1):

In(a;) = ¢pln(a—1) + €. €& ~ N(O,02) (5.17)

Where € is called “productivity shock.”

5.2.1.4 System of Principal Equations

Table 5.2 shows the equations that describe the optimal behavior of both households
and firms. This table also shows the equations of market equilibrium and productiv-
ity behavior. This set of equations forms a system that represents the RBC model
with variable labor supply, which is in line with Campbell (1994).

5.2.2 Calibration

The values of the parameters correspond to the calibration of Campbell (1994),
except for the value of 6, which was obtained from Prescott (1986). Table 5.3 shows
the values associated with the parameters.
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Table 5.2 System of

o : ) Equations Description
principal nonlinear equations

[

L =BE [$[71+1 + (1 - 8)]] Euler’s equation

= a% Capital demand
01 —h)™rm =2t Labor supply
hy =1 — Ol)l% Labor demand
yr = ark? h,lfa Production function
Vi =c¢r +ip Goods market equilibrium
ki1 = (1 =8k +i; Law of motion of capital
Ina; = ¢lna,—1 + ¢ Productivity shock

Table 5.3 Calibration

Parameter Observation

o =0.333 Share of capital in national income

vn = 0.25 Inverse Frisch elasticity (value to simulate)

8 =0.025 Corresponds to a 10% annual depreciation

0=15=2 € Is productive time oriented to nonmarket activities

p =0.95 Productivity is stationary

B =0.984 Discount factor

o =0.01 Standard deviation of the shock of productivity

5.2.3 Stationary State

The stationary state is known as long-run equilibrium (where Ax; = 0 for all
variables in the model), and the productivity shock (e;) takes its average value (= 0).
Furthermore, given the equation of motion of productivity, the steady-state value of
productivity is one (a = 1). Likewise, expectations disappear; therefore, it is known
as a non-stochastic solution. It is worth mentioning that finding the steady state
is the previous step before the log-linearization procedure. In Table 5.4, the main
equations of the model are presented in their steady-state version.

From Eq. 8 of Table 5.3, the unique value that solves the expression /nas, =
¢lnagg is agg = 1. Similarly, from Eg. 2, we obtain the interest rate in the steady
state:

1
rss = E —(1-=9) (5.18)
From Egq. 7, the investment/capital ratio in steady state is obtained:

Is _ s (5.19)
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Table 5.4 System of

principal nonlinear equations - -
in steady state M rey =azs Capital demand

Equations Description

[2] * =8 é[r” +1- 8)]i| Euler’s equation

[B10(1 = heg) ™7 = 2= Labor supply

[4] hss = (1 — a)i%s‘i Labor demand

[5] yss = assk%h1e Production function

[6] yss = css +iss Goods market equilibrium
[7] kss = (1 = 8)kss + iss Law of motion of capital

[8] Inags = @plnags + €mean value | Shock of productivity

From Egq. 1, which describes the demand for capital, the steady-state output/cap-
ital ratio is obtained as follows:

Jas T (5.20)
ks o
From Egq. 5, after considering that a;; = 1, we obtain
Vss Hee 1—«
2= [i} (5.21)
kXS kSS
Because in Eq. (5.20), the value of the ratio yy,/kss was found, then
1
hss _ [rﬂ} o (5.22)
kss o

The elements of Eq. 6 can be divided by the steady-state value of capital (k) as
follows:
Yss Css Iss

CALAPSL R .12 (5.23)
kSS kSS kSS

From Eq.(5.19), it is known that the ratio iss/ kg is equal to §. Furthermore,
using Eq.5.21, the ratio yss/ ks is equal to %* Under these values, Eq. (5.23) can
be described as follows:

Iss Css

—=—494 (5.24)
o ks

This result allows us to find the ratio ¢y / kys:

G T g (5.25)

ks o
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On the other hand, by dividing the two sides of the labor demand equation [Eq.
4] by the value of capital in a steady state, we have

hgy .
R L (5.26)
sS Wk

The real wage in steady state wy; is cleared from this equation:

<

s

>~

wys = (1 —a)

|}‘
5
=

sy

Furthermore, from Eq. (5.22), it is known that the ratio A/ ks is a constant and

1
is equal to [%] 1-o Likewise, from Eq. 5.20, we have that the ratio y,/ ks, is equal

to %=, These two values allow us to obtain the value of the real wage in steady-state
Wy

Wes = (1 —o)———— (5.28)

res |17
wss = (1 — a)l:_:|

o

Finally, in the labor supply [Eq. 3], work in steady state (hs) and consumption
(css) are multiplied and divided by kj;:

h
T e

Coc
kss ks ﬁ

(5.29)

From this expression, the values of wyy, zﬁ, and Zﬂ are determined. For
AR SS

simplicity, it is considered that the ratio 7** is equal to 7y and that 7

s equals 1;.

<ss

Consequently, we have

(1 — nik,) 7 = Z—z (5.30)

S8

This equation is nonlinear in steady-state capital (kgs). If the value of capital
that solves this equation is found, then all the values of the variables in the steady
state will be found because these variables depend on capital. It is worth mentioning
that the nonlinearity of this equation is due to the parameter y,, (inverse of Frisch
elasticity). If the value of this parameter is equal to one, then the nonlinearity
disappears, and the value of kg is equal to 3 +'Z)21 0 It is worth mentioning that the
fact that y,, is equal to one means that the work in the utility function is expressed
as the In(1 — h;).
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Alternatively, Eq. (5.29) can be expressed nonlinearly at work. This option is
better because the steady-state value of work is known to be between zero and one,
that is, hgg € [0, 1]. This is important because numerical optimization techniques
(approximations) require an initial point. Therefore, Eq.5.29 is expressed as
follows:

O — hye) ™" = — = — (5.31)
hs&ﬁﬁ
Simplifying this expression, we have
O(1 — hyg) 7 = —
RooBKss Css
S8 hgs ks
k
O%hlhvv = Wy (1 — hyg)™
AN SS
Rearranging the terms :
Css hs
00— hgs = wgg— (1 — hgs)?"
kSS s AR k” AR
=Y V2
Yihss = y2(1 — hgo)™ (5.32)

Equation (5.32) can be solved using numerical methods. To do this, a function
called “trabajo_ss.m” has been built, which solves Eq. (5.32) and, therefore, pro-
vides a value of hgs. Given this value, the steady-state values of other variables can
be obtained. For instance, from Eq. (5.22), we obtain steady-state capital k;;:

1
hs _{rss |7
ks |«

=1
Iss

l—a
kss = hss[ ] (533)
o

With the value of kg, the production y;; is obtained from Eq. (5.20):

Yo _ T

ks o
Iss

Vss = kss— (5.34)
o

Similarly, when considering the value of kg in Eq.(5.19), the value of the
investment in steady state i is obtained:
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Table 5.5 Steady State Steady state (recursive form)
=g —(01-9)

ass = 1

Wss :(l—a)[%]f

Vlhss = VZ(I — hss)?

—1
I—a
kgs = hys [%i|

p
Vss = kss%
iss = Okss

Css = Yss — lss

s _,
kss

igs = Ok (5.35)

The steady-state consumption ¢z can be obtained from Eq. (5.23) because the
product and investment (both in the steady state) are known:

Yos _ G s
ks ks ks
Css = Yss — Iss (5.36)

Table 5.5 indicates the expression of the steady state of each variable of the
model.

5.2.4 Log-Linearization

In the same way, as in the previous chapters, the model will be log-linearized
following the technique of Uhlig (1995). First, variable X; is defined as the difference

between the logarithm of variable “x” and the logarithm of its steady state “x,,” as
follows:

X = lnx; — Inxg,

This expression can be rearranged in such a way that variable x is a function of its
steady-state xg; and variable X;:

X, = xgge (5.37)
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Then, the expression for “x;” is substituted into all the nonlinear model equa-
tions. Second, Expression (5.37) requires that ¢ to be approximated by a linear
function; otherwise, the system of equations would still retain its nonlinear nature.
Given this, ' is approximated using the first-order Taylor expansion, where the
reference point for the approximation is the steady state. By applying the Taylor
expansion, €' can be expressed as

PN (5.38)

Considering Properties (5.37) and (5.38), we proceed to log-linearize the system
described in Table 5.3:

Capital demand To find the log-linear capital demand, we must first replace each
variable x; by its expression xgs€', where X is the variable x in the percentage
deviation of /nx; with respect to its steady state (second line). After performing
certain algebraic operations, line 4 is reached, where the first-order approximation
(e* = 1+ x) is applied, and line 5 is obtained. Finally, Eq. (5.39) is the log-linear
equation for capital demand:

ki = a— Line 1
It
~ Vi
Yssé€ .
ksse = a = Line 2
rgse't
- e _
f = Line 3
et
ekt = M Line 4

l+k =14+3% -7 Line5
k=% -7 (5.39)

Euler’s equation To find the log-linear Euler’s equation, we first make a change
of variable (z;41 = ri+1 + (1 — §)), which is observed in the second line of
Eq. (5.40). This is because to simplify the log-linear transformation of an equation, it
is preferable that all variables are in multiplicative form. Second, each variable x; is
replaced by its expression x €%, where X, is variable x in percentage deviation from
Inx, with respect to its steady state (third line of Eq. (5.40)). After performing some
algebraic operations, line 5 is reached, where first-order approximations (€ ~ 14%)
and line 6 are obtained. Finally, after eliminating the constant (number one), we
arrive at line 7:

1 1
— = ,BEtI: [Rey1 + (1 — 5)]:|
Ct Cr+1
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L gL
ect 4 eCr+1

e*’C\r — Et[e?tﬂf?rﬂ]
1 —¢ = Ef[l +Z141 — Cr41]
—¢; = Ei[Zi41 — Cr11] (5.40)
To characterize Euler’s log-linear equation, one must find 7,41 as a function of

the interest rate in log deviations from its steady-state (7;4.1).To do so, we must first
consider this relationship in the steady state:

1
Zgs =rss + (1 =9) = E (5.41)
by the equation (5.18)
The relationship between Z;4 | and 77| is expressed in Eq. (5.42):
Ze41 =11 + (1 =9)
Zg € = rge ™ 4 (1 - 5)
Zss(1 +?I+l) =rg(1 +7:t+1) +(1-=9)
Zss + Zss/Z\H—l =rg + rss?t+1 + (1 —9) (5.42)

When considering the steady-state relationship of Eq.(5.41) in Eq.(5.42), we
have

ZssZr41 = Fsstiql

1. ~
Z2t+1 = FssTr41
B
/Z\t+l = ﬂrss?t+l (5.43)

Then, substituting Eq. (5.43) into Eq. (5.40) yields Euler’s log-linear equation:

— ¢ = Ei[Zi41 — Cr41]

—C = E([BrssTit1 — il (5.44)
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Labor supply To obtain the log-linear equation of labor supply, like Euler’s
equation, a change of variable is made so that all the terms of the equation are
multiplied. In this sense, 1 — A, is replaced by hh, (line two of Eq. (5.45)). Similarly,
as in the previous equations, each variable x; is replaced by its expression Xy
(third line of Eq.(5.45)) and the first-order approximation (¢* ~ 1 + X) (seventh
line of Eq. (5.45)):

— Wy

01 —h) " = —

Ct

_ wy

G(hht) [ —

Ct
—~ o,

— W€

G(hh“ehhf) Yo — 857
hssgcr
— W
ehhx_syng_ynhht — wSSeA
hgsect

—_— ﬁt

e_ynhhr — e,\

ect

e—VnEZt — e@t—a
1_anlﬁt =14+w —7¢
—yahh; = ; -, (5.45)

To find the log-linear equation of labor supply, it is necessary to find the log-
linear version of the change of variable hh; = 1 — h;:

hhy =1—hy

hhgge™ =1 — el
hhgs(1 + hhy) = 1 — hgg (1 + hy)
hhgs + hhgshh; = 1 — hgg — hyghy

hhgs ﬁl = _hss;l\t

—~— hgg ~
h/’lt - _ S8 ht
hhss
= — s (5.46)
t = 1—hy, t .

Substituting Eq. (5.46) into Eq. (5.45), we obtain the log-linear equation of labor
supply (Eq. (5.47)):

— VYahhy = Wy —¢;
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VN IR Il
n 1—h5st 13 1

W, — ¢ (5.47)

=
Il

Labor demand The log-linear equation of labor demand is described by Eq. (5.48).
To do this, in the same way as in the previous equations, each variable x; was
replaced by its expression xsseff (second line of Eq.(5.48)), and the first-order
approximation was applied (¢* &~ 1 4 x) (fifth line of Eq. (5.48)):

he=(1—a)2t
Wy

~ Ve
Ysse€
hgse = (1 — o) =2
wyge™t
—~ It
e = eA
eWr
eﬁz — Vi

1 + 71\; = 1 + /_)7; - wt
Production function The log-linear production function equation is described by
Eq. (5.49). To do this, each variable x; has been replaced by its expression xsze™
(second line of Eq. (5.49)), and the first-order approximation (e ~ 1 + x) (sixth
line of Eq. (5.49)):
e = akf'h; =
)’sse?t = asseat [ksseE 1* [hsseﬁ’]l_a
Vase¥ = ags (kSR R L e
6‘5}\’ — e/a\t[ed/’;r][e(l—a)ﬁr]
I — Jaitaki+(1—a)hy

143 =148 +ak + (1 — )l
3 = + ok + (1 — a)hy (5.49)

Goods market equilibrium As in the previous equations, to obtain the equilibrium
condition in the log-linear goods market, each variable x; must be replaced by its
expression X " (second line of Eq. (5.50)), and the first-order approximation must
be applied (e* &~ 1 + x) (third line of Eq. (5.50)):
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Vi =¢ + i
yssey’ = cmea + isse?’
Vos(14+50) = ess (1 4@) +iss (1 +71)
Vss + VssTr = Css + 5t + iy + igsis
Vssyr = CssCr + iss/i\t

5= 28+ 2, (5.50)

Vss Vss

Law of motion of capital The log-linear law of motion of capital is expressed
in Eq.(5.51). Similar to the previous equations, the transformation of the initial
variable k; by its equivalent in log deviations (line 2 of Eq.(5.51)) is used. Next,
we calculate the first-order Taylor approximation of that transformation (line 5 of
Eq.(5.51)):
ki1 = (1 —8)k: + iy
k€ = (1 — 8)kgo et + iy
Kt = (1 — $)ekr 4 55 i
SS
et = (1= 8)eft + e
Lt = (1= )1+ k) + 61 +1p)
Ltk = (1= 8) + (1 — 8k + 8 + 84,
ki1 = (1= 8)k; + iy (5.51)
Productivity shock Strictly speaking, productivity shock is represented by the
variable ¢;, which has a normal distribution with zero mean and constant variance.
Thus, Eq. (5.52) represents the log-linear equation for productivity (not for shock):
lna; = ¢lna;—1 + ¢
lnasseat = ¢lnassea[71 + €
lnags +a; = plnags + ¢a\t—l + €
a = ¢a-1 + ¢ (5.52)

Table 5.6 summarizes the system of log-linear equations that describe the model.
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Table 5.6 Log-linear system

' Log-linear equations Description
of equations — — — -
—¢t = E¢[Brssri+1 — ¢r41] | Euler’s equation
=35 -7 Capital demand
Y Tohe Th’ hy =W — G Labor supply
ﬁ, =73 — Wy Labor demand

Y =a; + ak; + (1 —a)h; | Production function

o~

V= ;ﬁa + ;JTS:’.’ Goods market equilibrium
7{,4.1 =(1- 8)’k\, + 87; Law of movement of capital
a =¢a,_1 +¢ Productivity shock

5.2.5 Solution of the Linear System
5.2.5.1 Method of Undetermined Coefficients

In the general equilibrium modeling literature, the methods to find the solution have
focused on solving a system of linear (or log-linear) equations. As in the previous
chapters, this chapter applies the method of undetermined coefficients. The solution
is to place the endogenous variables as functions of the state variables and shock.
For instance, for capital, production, and consumption, we have

’k\t+1 = nucke + Nkady (5.53)
B = nyike + Nyady (5.54)
G = neks + Neadr- (5.55)

It is worth mentioning that because the system of equations has been log-
linearized (see Table 5.4), the variables are expressed as log deviations from their
steady state, that is, X; = Inx; — [nx,,. Furthermore, the coefficients of the solution
(e.g., Eqs. (5.53), (5.54), and (5.55)) express elasticity. This elasticity is illustrated as
follows: considering Eq. (5.53), if today’s capital increases by 1%, then tomorrow’s
capital increases by nxx %. This is observed in the following expression:

ka1 = miicks + Neadl
Differentiating :
Aky 41 = i ARy + N ATy
Assuming : @; remains constant
AE+1 = Ak +0
Allnki 41 — Inkgs] = nix Allnk; — Inkgg]
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Allnk; 1] — 0 = nucAllnk;] — 0

Akl+1 Ak
- = Nkk——
ket1 ky

Ak

iy
Ak, Mkk

kt
Ep oy ke = Nkk (5.56)

The Expression (5.56) clearly indicates that 5, represents the elasticity of
tomorrow’s capital to today’s capital, holding everything else constant. Therefore,
a 1% increase in today’s capital increases by ngx% tomorrow’s capital, keeping
everything else constant. Thus, each coefficient of the model solution is interpreted
in that way. It is worth mentioning that, regardless of the solution method of the
model, the solution is always described by Egs. (5.53), (5.54), and (5.55) and the
other equations of the endogenous variables that maintain the same shape. The
method of undetermined coefficients involves finding the values of the coefficients
of the solution as a function of the parameters. When these coefficients are found,
the solution is well defined.

Before applying the undetermined coefficients method, the system of equations
must be reduced as much as possible. In this eight-equation model, the ideal
approach would be to reduce the system to three or four equations. This is the next
step that we execute.

[A] Size reduction of system I The system of eight equations described in
Table 5.4 can be reduced to five equations. The procedure is as follows:

* First, eliminate the real wage w; through equilibrium in the labor market.

¢ Second, eliminate investment/i\t.

¢ Third, replace the law of motion of capital in goods market equilibrium.

* Finally, eliminate the real interest rate 7; by introducing the demand for capital
into the Euler equation.

Eliminating the real wage w, The real wage is solved from labor demand.

Labor demand :

ﬁl:yt_@t
W= —h (5.57)

Equation (5.57) is introduced into the labor supply, which is described by the
following equation:

h ss

l_ss

hy =W, — G (5.58)

Vn
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Equating the labor supply with labor demand in real wages, we have

hy o~
|:1—h ]ht Vi — hy —

—/_/
=m
mlil\t = 5’; _il\t —a
(L+mDhy =% — & (5.59)

Eliminating investment i, Investment is cleared from the law of movement of
capital and replaced in the equilibrium of the goods market.
Law of movement of capital :
kg1 = (1 = &)k, + 8,
8iy = kg1 — (1 = )k

~ 1 ~
i = g[kz+1 — (1 = 0)k] (5.60)
Equilibrium in goods market :
B=Sae g
ySS ySS v
Eq. (5.60)
~ CYYA ss [ 1~ .
Vi = —0 + T | stk = (L= 8k] | (5.61)
ySS ss

Eliminating the real interest rate r; From capital demand, the interest rate is solved
and replaced in the Euler equation.

Capital Demand :
k=% -7
=%k (5.62)
Euler equation :
—Cr = Ef[BrssTi+1 — Cr41]
¢ = E/[Ci1 — Brss Tig1 ]
—
Eq.(5.62)
G = EfCp1 — Brosliis1 — kes1]] (5.63)

With these reductions, the system would be composed of five equations:

(+mDh =5 -4 (5.64)
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. Css 1 1 ~ ~
3= 20 + E[E[kﬂrl —(1- S)k,]} (5.65)

Yss Yss
@ = Ed[Cir1 — Bros[Vie1 — kel (5.66)
Production function :
Y =a +ak + (1 —a)hy (5.67)
Productivity Shock :
@ =ga1+e (5.68)

[B] Size reduct/i\on of system II The system can be further reduced. From
Eq. (5.64), labor A, is solved and introduced in Eq. (5.67) (production function).

Balance in the labor market :

(A +m)h =5 -4

~ 1 SR
hy = [1 +ml][yx — ¢l (5.69)

Production function :

Vo=@ +ak+(1-a) Iy
——

Ecu. (5.69)
Y =@ + ak + (1 — ¥ — G
Vr = ar + ak; + ( 01)|:1+m1:|[)7t ct]
l—« S a4 —~ 1l—a |
1+ m, t = ar T 0Ky 1+ m, t
m+aoa | A ~ l—«o ~
= k; — 5.70
|:1+m1i|)’t as + ak; |:1+m1i|Ct ( )

With these additional reductions, the system is composed of four equations:

m tal. ~ l—o |
= ks — 5.71
[1+m1]y’ ar + ok [1+m1:|ct ( )

~ Css ~ igs [ 1 ~ -~
Vi =—¢C+ — g[kr+1 — (1 = 8)k] (5.72)

Yss s
& = EilCrs1 — Brysliet — k]l (5.73)

Productivity shock :
a; = a1 + € (5.74)
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[C] Size reduction of system III The previous system of four equations can still
be reduced by eliminating one additional equation. To do so, product y; is cleared
from Eq. (5.71) and replaced in Egs. (5.72) and (5.73):

|:m1+a] + ok |:1—ai|,\
_a o C
1+ m, Vi t t— 1+ m; t
A 14+mp ][ o ~ l—oa |
= k; — 5.75
Vi |:m1+ot:||:al+at |:1+mli|ci| ( )

Equation (5.75) is replaced in the Eq. (5.71):

A Css i 1 ~ ~
Y = =e ¢+ LI: [krp1 — (1 — 5)kt]]
ySS S§
14+m l—a | Css . Igs [1 ~ ~
[ 1][at+akz [ } } =5 i[*[ktﬂ —(1—6>k,1}
m| + o 1+ Vss Vss L6
14+my ] 14+m l—a | Cys Igg —~ Ies(1 —68)~
[ l]at+a|: 1] |: ] _ Gss -+ s kt+ . ss( )kt
m;+a« m|+ o m|+ o YVss Vss YVss
1 ~ 1 1—-96 1 — oo~
|: +m1:| k[ |:Ol( +m1) 4 lss( )] :a [Cﬁ + o ] lss kt+l
m| + o m;+ o yssfs Yss m;+ o yssa
—_——
ma m3 nmy ms
myd; + mak, = msC + msky
mac; = mad; + msk; — msk; 41 (5.76)

Similarly, Eq. (5.75) is introduced into Eq. (5.

a = Et[a‘Jrl - ,Brss[j\?ﬂrl - ktJrl]]
. M 1 +my
¢t = Et|Cry1 — Brss Q1+ kg1 —
L m| + o
~ [ 1 +m 1
¢t = Er|Cry1 — Brss Qg1 + ks —
L mi + o
~ I l—a \ . mi .
¢ = Ei| [ 1+ Bros—— Jer41 — ﬂ”ss
L m; +o
a=i] (148" Yo -8
G = r Ci+1 — Br
t t_ ssml Ta t+1 ssml T
nj na
C; = Ei[n1Crq1 — nadry 1 + n3keyq]

at+l +

1 ~

dar+1 +

72):

]l —« —~ /k\
1+ m Cr+1 141

e R
& - k
1 +mli|ct+li| Brss t+l]

1+m
(ﬁrss ,Brss +a)kt+]

1+ m
(ﬂrm — Brss Ol)
m; + o

n3

(5.77)

After the last reduction, the system of equations is represented by the following

three equations:
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mac; = mad; + mak; — msk; 1 (5.78)
G = ElniC1 — n2dr1 + nikis ] (5.79)
a4 = Qa1 + & (5.80)

[D] Application of the undetermined coefficients method The system of equa-
tions represented by equations (5.78), (5.79), and (5.80) has three variables: ¢;, k41,
and a;. One of these variables is exogenous (a; ), while the other two are endogenous
(c; and k;11). We then propose that endogenous variables have linear solutions in
the state variable k; and the exogenous variable a;:

ki1 = Nks + kadr (5.81)
¢ = nckE + Nealy (5.82)

Substituting this solution in Eq. (5.78), we have

mac; = mad, + mak; — msk; 1
ma(nekks + Neally) = mady + msk; — ms (ks + Neatiy)
(mana)ks + (Manea)a = (ma — msna)a; + (m3 — msnedks — (5.83)
Equating the coefficients of each variable on the right-hand side with its
corresponding variable on the left-hand side, we have

Capital ratios :

M4tck = M3 — MsNkk (5.84)
Coefficients of the productivity :

M4Ncqg = M2 — M5Nka (5.85)
Substituting the solution to Eq. (5.79) results in

G = E[niCy1 — o1 + nakir1]
Nekke + Neals = Eq[n1 (eki 11 + Nea@rs1) — nofiy 1 +
n3 (ks + Mkadin)]
ek — m3n)ks + (lea — 130ka)@r = Eelmineckist + (n1nea — n2)ar41]
Considering that : @, = ¢a;— + €
ek — n30)ks + (Nea — n31ka)@r = Erlnineckit + (n1nea — n2) (@, + €141)]
= E/nineckit1] + (Minea —n2) ¢ + €411
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= Eilmineckin] + Otiiea = n2) 9 B + Evéi]
=0
Replacing : the solution of EH
= Eminck ke + na@)] + (110ea — n2)$7;
= Ey[nineknicks + nineenkadi] + (n11ca — n2)eay
= (mnekne)ke + (M1 Nckka + (M10ca — n2)P)a;
ek — n3m)ks + (lea — 30ka)@r = (1 ek Mi)Ke + (11 0ek Mea +
(n1Nca — n2)P)ar (5.86)

From Eq. (5.86), the coefficients for each variable are equalized. For capital, we
have

Nek — N3Nkk = N1 NckNkk
Nck

Nk = —————— (5.87)
n3 + ninck

In the case of productivity, equating the coefficients, we have

Neca — N3Nka N1 NekNka + (M1Nca — N2)P

(I = ¢n1)nea = Nka(M1 ek +n3) — ¢pn2 (5.88)

The method of undetermined coefficients consists of finding the values of the
coefficients as a function of the model parameters. In this case, there are four
“unknown” coefficients, (1¢k, Nca» Nkk» and Nk ). These four “new” variables require
four equations, which are as follows:

Eq.(5.84) :
M4Nck = M3 — M5Nkk
Eq.(5.85) :
M4l ca = M2 — M5Nka
Eq.(5.87) :
M = —— 1k
n3 + ninck
Eq.(5.88) :

(I = ¢n1)neca = Nka(M1Nek +n3) — ¢ny

[D1] Consumption and capital policy functions To solve the system of
Egs. (5.84), (5.85), (5.87), and (5.88), where the variables are the coefficients
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of the consumption policy function and state function, it is required to reduce the
number of equations. First, Eq. (5.84) is solved for 1., and replaced in Eq. (5.87) to
determine the value of ngy.

From the equation (5.84) :

M4Nck = M3 — M5Nkk

1
Nek = — (M3 — msngk) (5.89)
my
From the equation (5.87) :
- Mk
n3 + ninck
n3Nkk + N1 NckNkk = Nek
mankk = Nek (1 —ninge)
—
Ecu. (5.89)
1
n3ngx = — (m3 — msng) (L — nynke)

my
man3ngx = (m3 — msngr) (1 — nyngi)

2
M4N3Nek = M3 — M3N Nk — MSNkk + MMy

msny iy + —(m3ny +ms +man3) q + m3 =0 (5.90)
—— ——
=a =b =c
ang + b +c =0 (5.91)

Equation (5.91) has two solutions:

—b £ /b? —4ac
Mekiy =~ —

Because capital is required to be stationary, then nix must be less than one in
absolute value, that is, g € (—1.1) (Table 5.7).

The chosen value of nx; was i, = 0.9326. Given the value of 1y, then 1. can
be obtained from Eq. (5.84):

1
Nek = — (M3 — m5nkk) (5.92)
ms

Table 5.7 Value of ni, , 0 |p s Vo o Nk, Nk

2 10984 10.025 |0.25 |0.333 | 1.0897 |0.9326
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To determine the value of the coefficient ni,, 1¢, is cleared from Eq. (5.85) and
replaced in Eq. (5.88).

From the equation (5.85) :
M4lcqg = M2 — M5Nkq
1
Nea = — (M2 — M5Nka) (5.93)
ny
From the equation (5.88) :

(I—=¢n1)) Nea = Nka(M1Nck +n3) — ¢n2
——
Ecu. (5.93)

1
(- ¢nl)(m4 (mz — ms’]m)) = Nka(M17ck +N3) — Pn2
mo ms
— 1 —¢ny) — —A = dn)nka = MkaM1Nck +n3) — Pna
my my
ms ma
—Nka| — A — @pn1) +ninex +n3 | = —¢pny — —(1 — dny)
my my

ms my
lea[—(l — ¢ny) + ninek +n3} =¢ny + — (1 —¢ny)
mg ma

| madogm) o
T IS g0yt t s

Finally, 1, is obtained from Eq. (5.85):

M4lecqg = M2 — M5Nkq

1
Nea = — (M — M5Nkq) (5.95)
mq

So far, we have found the values of the coefficients n¢x, 1ca, Nkk», and Ngq, Wwhich
allow defining the consumption solution and of capital, that is, the consumption
policy function and the state function of the model:'

kiv1 = muk ki + Nka G (5.96)
—— ——
0.9326 0.1618

a = MNck ky + Nca /a\t (5.97)
—— ——
0.5205 0.4945

! The values of these coefficients and the solution of the other endogenous variables are found in
Campbell_Lvariable.m.
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[D2] Policy function of the other variables The product policy function is
obtained by substituting the consumption solution in Eq. (5.71).

From the equation (5.71) :

Tmi 4+ . _ 1—a 7.
L1 +my ]

The solution of ¢; is replaced :

[m) + o] -
L1+ my

=)
I
+
Q
>
|
| — |
|
| I |
[
)
+
=
)
p—a

14+m

(m 4+ o] | a4 j — z
- = — a o — .
_1+m1_yt 1+m1nca t 1+m177ck t

1+m1 1l—«a 7(\
o — .
mi+a l+mlnck t

Nyk

B = Nyadr + nyiks (5.98)

On the other hand, the labor policy function is obtained by substituting the
consumption and output solution in Eq. (5.64):

From the equation (5.71) :
(L +m)h =5 -
Replacing : the solution of ¢; and y;
(1 +m0)hy = (1ya@s + nyeke) = ey + neicke)
(L4 mDhy = (ya = 1ea)@ + (e = etk
- (n)lfa_l__n:]]ca )a\t n (U)l)k+—n;7]ck >E

T = Nha@r + icks (5.99)

=)

Furthermore, the real wage is obtained by substituting the product and labor
solution in labor demand (Eq. (5.57)).

c(5.57) :

wy =7y — hy
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Replacing : the solution of J; and Ty
B = (Myalls + Nykks) = (Mha@s + Mnks)
D = (ya — Nha)@r + (nyk — nuke
B; = Nuwally + Nukkr (5.100)

Investment is obtained by substituting the product and consumption solution in
the goods market equilibrium equation:

~ Css ~ Lgs~
Vi=—C+ —1I;

-~ YVss [ ~ Css ~
by = 7—\Vt — —C
lss Yss

Replacing : the solution of ; and ¢;

-~ Y. ~ -~ c R ~
i = l” ((Myady + nyike) — — Mealr + Nerke))

s s

-~ ). C -~ C ~
i = ﬁ((nyk - ﬂm)h + <77ya — ﬂ%)d:)
lss Yss Vss

n Vs Cs ~ | Yss Css ~
Iy = ﬁ(nyk - inck>kt + ._“(nya - ir]ca>at

Lgs sS s ss

iy = nirks + Nias (5.101)

Finally, the real interest rate is obtained by substituting the product and capital
solution in the demand for capital.
From the equation (5.62) :
7=5-k
Replacing : the solution of y;

Fr = (lya@ + nykke) — ko)
7i = (e = Dk + 0y
7o = ks + Nrall (5.102)

Table 5.8 mentions the solution (policy and state functions) of the log-linear
system of equations.
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Table 5.8 Policy and state functions

Solution Coefficients

T _ n ~ _ —bx+/b2—dac _ ¢"2+%(1_¢"1)

ki = nricks + Nraty Nkkip = — 24 Nka = W

Cr = neks + Nealls Mok = 7= (m3 — msni) Nea = 71 (M2 — msnea)

~ > ~ 1 1— 1 1—

Vi = nyikke + Nyaay Nyk = [rnfzé](a - ﬁnck) Nya = [mT_rﬁ‘;](l - ﬁnca)
he = ks + nia@y Nk = (ﬁf,:f) Nha = (%)

wt = Nuik: + nwaat Nwk = Nyk — Nhk Nwa = Nya — Nha

ir = Nikks + niaa Nik = ';%(Wyk - ;ﬁnck) Nia = %(n)’a - ;ﬁnca)

)r\t = nrkks + nraat Nrk = Nyk — 1 Nra = Nya
Table 5.9 Policy and state functions (from Dynare)

cc ii vy kk hh r WW aa

Constant |—0.1718 |—1.5471 |0.0535 |2.1418 |—0.9890 |-3.1879 |0.6376 |0
kk(—1) 0.5205 |—1.6972 |0.0730 |0.9326 |—0.3898 |—0.9270 |0.4628 |0
aa(—1) 0.4698 6.1500 |1.6159 |0.1538 0.9983 1.6159 0.6176 |0.95
e 0.4945 6.4737 | 1.7009 | 0.1618 1.0508 1.7009 |0.6501 |1

Note: The results are taken from “Campbell_Lvariable_Dynare_nolineal_log5.mod”

5.2.5.2 Solution Obtained from Dynare

The nonlinear system of equations described in Table 5.2 has been placed in the
.mod file “Campbell_Lvariable_Dynare_nolinear_log5.” This file, which contains
the model, has two characteristics that are worth commenting on: the first is that
the variables are in logarithms. The objective of this is that when Dynare linearizes
the system, the variable appears in log deviations; that is, X; = Inx;, — Inxg. It
is worth mentioning that under this variable type, Dynare will display the solution
(state and policy function) and the impulse-response function in terms of X;. The
second feature is that the model written to this file is nonlinear and Dynare has
been asked to linearize the system via the “order = 1” command in “stoch_simul.”
Table 5.9 shows the solution of the model as it is provided by Dynare on the Matlab
screen.

To correctly read Table 5.9, the following considerations must be taken into
account. First, each column represents the policy function of the header variable. For
example, the second column is the consumption policy function, the third column
is the investment policy function, and so on. Note that the fourth column is the
equation of state.

Second, the endogenous variables in the header of Table 5.9 are expressed in
logarithms. For example, the consumption cc is equal to In ¢;, and in the same way
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Table 5.10 Policy and state functions (xx = logx)

In(cr) In(iy) In(y:) |In(ki1) |In(hy) In(rt) In(wy) | In(ar)
constant | —0.1718 | —1.5471 |0.0535 |2.1418 —0.9890 | —3.1879 | 0.6376 |0

ke 0.5205 | —1.6972 |0.0730 |0.9326 —0.3898 | —0.9270 |0.4628 |0
ar—1 0.4698 6.1500 |1.6159 |0.1538 0.9983 1.6159 |0.6176 |0.95
e 0.4945 6.4737 | 1.7009 | 0.1618 1.0508 1.7009 |0.6501 |1

Note: The results have been obtained from “Campbell_Lvariable_nonlinear_log5.mod”

for the product, yy = In y;. In the case of capital “kk,” this is equal to the logarithm
of the capital at “t+17; that is, kk = Ink;41. This is because in the .mod file the
capital in “t” has been written as kk(—1); otherwise, Dynare would understand that
this variable is a control variable when in fact it is a state variable.

Third, the “constant” in the second row of Table 5.9 represents the logarithm of
each of the variables at a steady state. For example, in the consumption equation,
we have —0.1718 = Incgg, which in turn allows us to find the steady state of the
variable in levels: ¢g = e~ 01718 —().8421. Fourth, in the first column of the same
table is the state variable and the exogenous variable. The variable kk(—1) is equal
t07<\, = Ink, —Inksy; furthermore, aa(—1) = a;_1 = Ina;_1 —Inass and e represents
the shock of productivity €,. With all these considerations, Table 5.9 is reexpressed,
whose results are shown in Table 5.10.

Table 5.10 describes the solution of the log-linear system. The equations are read
as follows. For example, in the case of consumption, we have

In(c;) = —0.1718 + 0.5205k; + 0.46983;_1 + 0.4945¢, (5.103)
It can also be expressed like this:

In(c;) = —0.1718 4 0.5205k; + 0.4698a;_ + 0.4945¢,

04698 .
0.4945 -1 T €

In(c;) = —0.1718 4 0.5205k; + 0.4945(0.958; 1 + ;)

In(c;) = —0.1718 4 0.5205k, + 0.4945(a;)

In(c;) = —0.1718 + 0.5205k; + 0.4945a,

In(c;) = —0.1718 4 0.5205k; + 0.4945a; (5.104)

In(c;) = —0.1718 4 0.5205k; + 0.4945<

The constant —0.1718 represents the logarithm of the steady-state consumption
In(cgs). Considering the latter in Eq. (5.104), we have

In(c;) = —0.1718 4 0.5205k; + 0.49454;
In(cy) = In(css) + 0.5205k; + 0.4945a;
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In(c;) — In(css) = 0.5205k; + 0.4945a,
7 = 0.5205k; + 0.4945a, (5.105)
The coefficients 0.5205 and 0.4945 represent the elasticity of consumption to

capital and productivity, respectively. That is, a 1 percent increase in capital causes
consumption to increase by 0.5205 percent.

5.3 Model Solution Analysis

5.3.1 Analysis of the Coefficients of the Solution

In the analysis of the coefficients of the solution, it is useful to consider that in
the generic solution of the model, the state variable ks represents the state of the
economy in “t,” while the variable a; represents the transitory shock (¢ < 1) to
which the economy could be subjected at “t.”

35\1 = Nxk ki +Nxa /a\t
~—~— ~—~—
State of the economy Transitory shock

5.3.1.1 Effects of §

The depreciation rate § has an important role in the behavior of the coefficients of
the model solution (policy and state functions). For example, the investment-equity
elasticity n;x changes from negative to positive as § increases. The different values
of § € [0, 1] represent different cases. The extreme case is when § is equal to
one, which corresponds to one of the assumptions of the Long and Plosser (1983)
model. This assumption indicates that capital fully depreciates in the same period,
causing the capital sfock to become a flow sustained solely by investment. The latter

is observed from the lgw of movement of capital EH =1 - S)E + 8/1'\,, which
under § = 1 becomes k;1 = i;.
[A] Effects on Capital

1. The persistence of capital; that is, its stable coefficient (Iess than 1) ngi,
decreases as the depreciation rate increases (see Fig. 5.1). By increasing the rate
of depreciation, the stock of the next period will be less. The extreme case is
exemplified by the model of Long and Plosser (1983), in which § = 1; in this
case, the stock of capital is made up of the flow of investment goods, no capital
is accumulated from the previous period, and, therefore, the capital is less. All of
this results in capital being very poorly autocorrelated, which can be seen in the
decreasing value of 1k, as § becomes stronger. Given that capital accumulation
has a transversal role in the optimal response of the representative agent in all
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Mhiea ™
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Fig. 5.1 Effects of § on capital ratios. (Note: All the graphs in the “Analysis of the solution
coefficients” section are obtained from the m—file “Sensitivity_parameters.m”)

endogenous variables, then the impact of depreciation will be extended in the
decision rule (policy functions) of all variables.

2. The elasticity of capital to productivity ni, becomes stronger as the rate of
depreciation increases (see Fig. 5.1). To understand this elasticity, it is important
to analyze the law of movement of capital: E+1 = (1 - S)E + 8/1';. This
equation suggests that tomorrow’s capital is affected by today’s stock of capital
and by investment: each weighted by (1 — §) and §. Between these two variables,
investment is the one that reacts to a shock of productivity in “t”: an increase in d;
raises investment’i\,, whose elasticity is greater than one (see Fig. 5.2). Therefore,
an increase in productivity raises capital by “t+1” through investment; that is,
the 74 is positive. On the other hand, an increase in depreciation strengthens the
impact of investment on capital at “t+1” (k,+1 =(- S)k, +81,) which suggests
that ng, gets stronger as § increases.

[B] Effects on Consumption and Investment

1. The elasticity of consumption to capital 1., decreases as the depreciation rate
increases (see Fig.5.2). In the context of a low depreciation rate, 1. is high
because the agent responds by reducing its investment (7;; negative), thus leaving
resources for consumption; that is, the representative agent finds it optimal to
reduce his/her investment and increase his/her consumption when depreciation
is low. However, as § increases, 1.x weakens because the representative agent
is willing to allocate more resources to investment because capital depreciates
rapidly.
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Fig. 5.2 Effects of § on the coefficients of consumption and investment

2.

The elasticity of investment to capital n;; changes from negative to positive
as the depreciation rate increases (see Fig.5.2). If the depreciation is small,
then not much investment is needed to significantly increase the capital, so the
representative agent finds it optimal to reduce his/her investment in the face of an
increase in the stock of capital in “t,” which is reflected in a negative elasticity.
However, as § increases, more investment is required to replace depreciated
capital and increase the stock of capital, which is reflected in a strengthening
of said elasticity n;;. Moreover, this elasticity, which is negative for low levels of
depreciation, becomes positive from approximately § = 0.5.

. The elasticity of consumption to productivity 7., becomes stronger as the

depreciation rate increases (see Fig.5.2). On the other hand, it is observed that
the elasticity of investment with respect to productivity n;, weakens as the
depreciation rate increases (see Fig. 5.2). For small levels of the depreciation rate,
the representative agent’s response to a transitory shock @; is to respond strongly
in saving (investment) and let consumption react weakly. This is reflected in
the high values of n;, and low values of 7., for small values of §. This makes
sense with the theory of the consumer that indicates that the agent prefers to
smooth consumption before transient shocks. On the other hand, it is observed
that a higher depreciation rate encourages the representative agent to allocate the
wealth effect, produced by the productivity shock, to increase consumption and
reduce investment. This is reflected in the strengthening of 1., and the weakening
of ni4. It is worth mentioning that n;, has more volatility than 7.,. For values of
8 € [0.025 — 1], n;, takes values from [6.47 — 1]; instead, 1., has more bounded
values [0.49 — 1] for the same range of values of §.
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[C] Effects on the Product and the Interest Rate

1.

The elasticity of output against capital 1,; becomes stronger as the depreciation

rate increases (see Fig.5.3). An increase in capital, if we keep labor fixed,

increases output through the production function (y; = a@; + ok, + (1—al pha)iz\,)

regardless of the value of §; which is reflected in the positive sign of 7.

In addition, a higher rate of depreciation reduces the stock of capital and,

therefore, increases the marginal productivity of capital (due to its decreasing

nature in physical capital), which is reflected in the increase in the product-capital
elasticity 1y as § grows (and capital decreases).

. The elasticity of output to productivity 1y, weakens as the depreciation rate
increases (see Fig.5.3). The shock of productivity increases output through the
production function, which is reflected in the positive sign of n,,. However, this
elasticity decreases as § increases because the increase in depreciation reduces
the stock of capital, which partially mitigates the effect of productivity. Then,
the shock of productivity will have less effect on output as the stock of capital is
reduced or, equivalently, as § is increased.

. The elasticity of the interest rate to capital 1, is negative for any value of the

depreciation rate and decreases as & increases (see Fig.5.3). The sign of this

elasticity reflects the demand for capital (negative slope with respect to capital),
and the values of this elasticity reflect the equilibrium of the capital market.

The correct way to read the values of 1, is as follows: for low values of §,

an increase in the supply of capital (vertical) produces a reduction in the interest

rate (provided that keep the demand for capital unchanged). In this scenario,
the magnitude of the supply expansion (small or significant) does not matter; in
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Fig. 5.3 Effects of § on the product and interest rate coefficients



5.3 Model Solution Analysis 263

any case, the interest rate will always be reduced. The latter indicates that the
interest rate elasticity — capital n,4 has a negative sign. On the other hand, if
the rate of depreciation is small, then the expansion of the capital supply will
be significant, so it will induce a significant reduction in the interest rate, and
this will be reflected in an interest rate elasticity: big capital. However, if the
depreciation rate is very high, then the expansion of the capital supply will be
small, and, therefore, the interest rate will fall little. This analysis is reflected in
the decreasing behavior of 7, before increases of §.

4. The elasticity of the interest rate to productivity n,, weakens as the depreciation
rate increases (see Fig.5.3). In this case, the shock of productivity affects the
demand for capital (but not the supply of capital). An increase in productivity
encourages the demand for capital and, therefore, increases the real interest rate;
that is, the elasticity of the interest rate to productivity 1, is positive as shown in
Fig. 5.3 regardless of the value of §. However, the magnitude of this elasticity
depends on the value of 5. When the depreciation rate increases, it reduces
the stock of capital by “t,” which reduces production in that same period and,
therefore, causes the demand for capital to contract (r; = y; —75,), which partially
mitigates the productivity effect. Therefore, the value of 7,,, although it remains
positive, decreases as § increases.

[D] Effects on Labor and Wages

1. The elasticity of labor to capital n is negative and converges to zero as the
depreciation rate increases (see Fig.5.4). The sign of this elasticity is obtained
from the following analysis: an increase in capital produces an income effect
(which is reflected in the budgetary restriction of the household). Said income
effect allows the household to increase its leisure consumption and, thus, reduce
its labor supply. As a result, it is observed that an increase in capital entails a
reduction in labor via the wealth effect. This inverse relationship is observed in
the sign of nui. On the other hand, if the depreciation rate increases, then the
capital stock will be smaller and, therefore, the wealth effect will be smaller.
Given a weakened wealth effect, then leisure expands but to a lesser extent, and
labor supply shrinks to a lesser extent. The extreme case occurs when the wealth
effect is zero because the depreciation is total (§ = 1), which means that leisure
and work do not react. This is observed in the behavior of np.

2. The elasticity of real wages to capital 1, decreases as the depreciation rate
increases (see Fig. 5.4). This observation merits two comments: first, an increase
in capital increases output and thus expands labor demand (iz\t =79, — wy). Under
an invariant labor supply, the increase in the demand for labor raises the real
wage. Then, it can be deduced that an increase in capital induces an increase
in real wages; that is, the real wage-capital elasticity n, is positive, as can be
seen in Fig. 5.4. Second, the depreciation rate influences the stock of capital and,
consequently, the real wage-capital elasticity 7,%. The increase in capital with
a higher § will induce that increase to be smaller and, then, the demand will
expand, but to a lesser extent. As a result, the real wage increases but is not as
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Fig. 5.4 Effects of § on the labor and salary coefficients

strong as before, which suggests that the real wage-capital elasticity n,,; remains
positive, but smaller.

. The elasticity of the real wage to productivity 7n,, becomes stronger as the
depreciation rate increases (see Fig.5.4). Furthermore, the elasticity of labor
against productivity np, is positive and converges to zero as the depreciation
rate increases (see Fig. 5.4). Productivity shock directly affects labor demand and
indirectly labor supply. For a given level of depreciation, it is observed that the
shock of productivity increases the demand for labor, and through the increase
in consumption, the supply of labor contracts. The result is that equilibrium
labor and real wages increase. In this scenario, an increase in depreciation will
induce higher consumption because investment is reduced by the increase in
depreciation. This additional increase in consumption reduces the labor supply,
increases the real wage a little more, and reduces labor. In this new equilibrium,
the real wage is higher, and the work is greater than the initial one, but to a lesser
extent. In other words, the wage-productivity elasticity has increased, but the
labor-productivity elasticity has decreased with a higher depreciation rate.

5.3.1.2 Effects of y,

The Frisch elasticity of labor supply (1/y,), also known as the intertemporal
elasticity of labor substitution, plays an important role in the transmission of the
shock of productivity. As can be seen in Fig. 5.5, the more elastic supply is, then the
productivity shock that expands labor demand affects labor to a greater extent and
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Fig. 5.5 Elasticity of labor supply

to a lesser extent labor: real wage (see Fig. 5.5, graph on the right). This is important
because it allows obtaining greater volatility of work compared to salary, which is
supported by the data.

of

This section analyzes the importance of y, in the behavior of the coefficients
the policy and state functions. It is worth mentioning that to read the graphs

correctly, it is considered that as the horizontal axis approaches zero, the Frisch

ela

sticity increases.

[A] Effects on Work and Salary

1.

The elasticity of labor to capital 7, is negative and increases as labor supply
becomes more elastic (see Fig. 5.6). Furthermore, the elasticity of real wages to
capital 5y is positive and increases as labor supply becomes more elastic (see
Fig.5.6). As mentioned in previous paragraphs, an increase in capital produces a
wealth effect, through an increase in household income, which makes it possible
to increase leisure consumption and, as a consequence, reduce labor supply. This
reduction, considering that the demand for labor does not move, produces a rise
in the real wage and a reduction in employment. Both effects are reflected in
the negative sign of 1y, and in the positive sign of 1,%. In the event that the
labor supply is more elastic, then the same increase in capital generates the new
equilibrium reflects a greater increase in real wages and a greater reduction in
employment; that is, 1,x and 1, become stronger as elasticity increases. This
is because the consumer is more willing to substitute work today for tomorrow.
This arrangement causes tomorrow’s leisure to be traded off for more today’s
leisure and, therefore, a greater reduction in hours worked today (see Fig.5.5,
the graph on the left).

. The elasticity of labor with respect to productivity 7y, is positive and increases

as labor supply becomes more elastic (see Fig. 5.6). In addition, the elasticity of
real wages with respect to productivity 1, is positive and decreases as labor
supply becomes more elastic (see Fig. 5.6). A temporary increase in productivity
directly affects labor demand upward. This expansion is reflected in an increase
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in real wages and employment, which justifies the positive sign of 1y, and 1yq-
However, the elasticity of labor supply controls the magnitude of 1, and 1,,,. In
the scenario where the labor supply is very elastic, an increase in productivity will
produce that, in the new equilibrium, labor reacts more strongly than wages. This
is because households are much more willing to sacrifice leisure today if its price
increases (1 wy;); therefore, under high elasticity, the household strongly reduces
its leisure and strongly increases its number of hours worked (see Fig. 5.5, the
graph on the right).

[B] Effects on Consumption and Investment

1. The elasticity of consumption to capital 7. is positive and weakens as labor
supply becomes more elastic (see Fig.5.7). An increase in the stock of capital
in the economy causes households to increase their income by renting capital
(?}7(}); on the other hand, the supply of goods is increased by means of the
production function. This increase in income leads the household to increase
consumption, which is observed in the positive sign of 1. Also, the magnitude
of 1. is affected by the elasticity of labor supply. The increase in capital induces
the household to reduce its level of hours worked, which negatively affects
income. This effect partially mitigates the initial effect of the capital increase.
The stronger the elasticity of labor supply, the stronger will be the reduction in
income on the labor side and, therefore, will mitigate the initial increase in capital
to a greater extent. The result will be that the consumption-capital elasticity will
be lower as y;, is stronger, as can be seen in Fig. 5.7.
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Fig. 5.7 Effects of y, on the coefficients of consumption and investment

2. The elasticity of investment to capital n;; is negative and becomes stronger as
labor supply becomes more elastic (see Fig.5.7). In the law of movement of
capital, there are two control variables: k,+1 and G, ¢. Usually, in the optimization,
one of these two variables is eliminated since they depend on each other. The law
of motion of capital is usually wrltten as kt+1 =1 - S)k, + 81,, however, this
equation can be rewritten as follows: 8iy = kt+1 —(1- S)k, Under this last form,
it is observed that an increase in the stock of capital ke encourages the household
to reduce its investment. The greater the elasticity of labor supply, an increase
in the stock of capital today increases the stock of tomorrow to a lesser extent,
which is observed in the behavior of ng;. This effect encourages investment to
weaken; thus, as y,, decreases, n;; becomes stronger.

3. The productivity elasticities of consumption 7., and investment n;, are positive
and become stronger as labor supply becomes more elastic (see Fig. 5.7). A shock
of productivity generates a wealth effect, which is oriented toward consumption
and savings. As mentioned in the analysis of 4, the representative household finds
it optimal to smooth its consumption in the face of transitory shocks and transfer
a large part of its effect to savings (investment). This household behavior causes
consumption and investment to increase, but the latter in greater proportion. This
is reflected in the positive sign of 1., and n;, and that n;, is greater than 7.,
for all values of y,, (as well as for the values of §). It is worth mentioning that
the magnitude of both elasticities is moderated by the elasticity of labor supply
(1/vx). When said elasticity is greater, then the household reduces strongly its
leisure today (i.e., more labor) for greater leisure tomorrow in the face of a shock
of productivity. This increase in hours worked induces the household to have
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Fig. 5.8 Effects of y,, on the product and interest rate coefficients

more resources, which are directed to consumption and investment. In the event
that the elasticity of labor supply is small, the hours worked will also increase but
to a lesser extent, which allows the expansion of consumption and investment to
a lesser extent than in the case of a supply elasticity major work.

[C] Effects on Output and the Interest Rate

1. The elasticity of output with respect to capital 7y is positive and decreases as
labor supply becomes more elastic (see Fig. 5.8). An increase in capital, via the
production function, raises output by “t,” which is reflected by the positive sign
of nyk. On the other hand, the increase in capital raises the income of households,
who, feeling more “rich,” decide to increase their leisure consumption and reduce
their labor supply. This contraction of the labor supply induces a negative effect
on the production function, partially mitigating the positive effect of the increase
in capital. The magnitude of this negative effect depends on the elasticity of labor
supply. If the supply of labor were more elastic, then the equilibrium work would
be much less, and, therefore, the negative effect on production would be larger
and would more strongly mitigate the initial positive effect of capital. All this is
reflected in the fact that ,; would be smaller as the elasticity of labor supply
was greater.

2. The elasticity of the interest rate with respect to capital 1, is negative and
increases as labor supply becomes more elastic (see Fig. 5.8). An increase in the
stock of capital by “t” means that the supply of capital expands. In this scenario,
and under invariant capital demand, the equilibrium interest rate contracts. This
behavior is reflected in the negative sign of 1. A second effect of this increase
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in the stock of capital is on the demand for capital, which expands by increasing
output: capital increases, so it increases output and thus raises the demand for
capital. This last movement partially mitigates the initial reduction in the interest
rate. One of the parameters that controls the expansion of capital demand is the
elasticity of labor supply (1/y,). From the previous paragraph, it is known that
Nyk is smaller as 1/y, increases. Then, if the elasticity of labor supply is large,
the movement in capital demand will be small because 7y is small, and, as a
consequence, the mitigating effect on the reduction in the rate of interest will be
small. All this indicates that as the elasticity of labor supply is strong, then 7,
will also be strong, as can be seen in Fig. 5.8.

3. The elasticity of output with respect to productivity 7y, is positive and increases
as labor supply becomes more elastic (see Fig. 5.8). An increase in productivity
parallelly expands the log-linear production function, which suggests the positive
sign of 1y,. There is an additional effect when considering the elasticity of labor
supply y,. When the labor supply is more elastic, then the equilibrium number of
hours worked is greater than in the case where said supply has less elasticity. This
larger increase in labor positively influences the product and thus strengthens 7y,.

4. The elasticity of the interest rate with respect to productivity 7, is positive and
increases as labor supply becomes more elastic (see Fig. 5.8). The positive sign is
due to the fact that an increase in productivity stimulates the demand for capital
goods, which under a perfectly inelastic supply of capital pushes the real interest
rate up. On the other hand, the magnitude of 7,, is influenced by y,,. Under the
scenario of a very elastic labor supply, the demand for capital will undergo an
additional expansion due to the effect of the increase in labor in the production
function. Since y,, controls this increase in work, then the higher y,,, the more
hours worked, and, therefore, the positive effect on the demand for capital will be
greater. This additional movement in the demand for capital further strengthens
the increase in the interest rate. Consequently, the higher y;,, the higher 7,,, as
shown in Fig. 5.8.

[D] Effects on Capital

1. The elasticity of capital at “t+1” with respect to capital at “t” ngx is positive
and decreases as the elasticity of labor supply increases (see Fig. 5.9). From the
equation of motion of capital (7;,+ = S)E + 5/1'\,), it follows that an increase
in capital of today can influence capital of tomorrow in two ways: first, directly
11— 8)75, and, second, indirectly through investment 8/1'\,. The effect of this second
element on the capital of tomorrow is conditioned to the value of the elasticity of
labor supply. As is known from Fig. 5.7, n; is negative and gets stronger as 1/,
increases. In this scenario, it can be seen that with an increase in the stock of
capital, the effect of the investment on 75,+1 partially mitigates the positive effect
of k;. Based on all of the above, as 1 /Vn gets stronger, nii gets weaker.

2. The elasticity of capital at “t+1” with respect to productivity at “t” ng, is
positive and strengthens as the elasticity of labor supply increases ( see Fig. 5.9).
Productivity shock has a positive impact on investment, as shown in Fig.5.7,
which in turn influences 7<\r+1 through the equation of movement of capital.



270 5 RBC Model with Variable Labor Supply

Mt iz
1.095 0.955
1.09 0.95
1.085
0.945
1.08
1.075 0.94
1.07 0.935 ; -
0 1 2 3 4 5 [} 1 2 3 4 5
Inverse Frisch elasticity fy) Inverse Frisch elasticity {r)

ka
0.16 T T T T T T T T

1 1 1 1 1
05 1 15 2 25 3 35 4 4.5 5
Inverse Frisch elasticity (1)

Fig. 5.9 Effects of y, on capital coefficients

Figure 5.7 suggests that n;, gets stronger as the elasticity of labor supply
increases. Since the investment directly affects tomorrow’s capital, then the same
behavior of 1;, carries over to 1.

5.3.1.3 Effects of ¢

The persistence of the productivity shock ¢ is important in the temporary survival
of the effects of the initial shock. Given the nature of productivity, which behaves
like an AR(1): @; = ¢a;—1 + €, high persistence allows a; remains above its steady
state longer, if the shock is positive, which affects the economy longer. There are two
extreme cases: on the one hand, persistence equal to zero, which indicates that the
shock only lives for one period; on the other hand, persistence equal to one, which
indicates that the shock is permanent; that is, the effect of the shock is maintained in
all periods. In this section, the effects of persistence on the elasticities of the solution
are analyzed considering that the shock is temporary, that is, that ¢ € [0, 1[.

One of the first conclusions that emerges from Figs. 5.10, 5.11, 5.12, and 5.13 is
that persistence does not affect the elasticities associated with the sfock of capital
E. For example, nkk, nek, and n;; remain invariant across values of ¢. This is
because persistence only affects the behavior of productivity, and, therefore, it is
expected that this parameter influences the coefficients of the solution associated
with productivity @;. For example, x4, cq, and 7;, show sensitivity to different
persistence values.
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[A] Effects on capital

1. The elasticity of capital at “t+1” with respect to productivity 1, is positive and
decreases as productivity persistence increases (see Fig.5.10). A shock of pro-
ductivity, then, positively influences E+1 through investment. Since productivity
shock produces a wealth effect, the representative household decides to increase
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consumption and investment, which increases tomorrow’s capital. That is why
the sign of ng, is positive. On the other hand, the household feels that the shock
is more “permanent” as persistence approaches one and consequently decides to
increase its consumption more than its investment, which is observed in Fig. 5.11.
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This smaller and smaller increase in investment as persistence strengthens causes
tomorrow’s capital to increase, but under the same pattern, that is, less and less
as persistence increases. This behavior is observed in 7.

[B] Effects on Consumption and Investment

1. The elasticity of consumption with respect to productivity 1., is positive
and increases as the persistence of productivity increases (see Fig.5.11). On
the contrary, the elasticity of investment with respect to productivity n;, is
decreasing, although positive as 7., (Fig.5.11). The shock of productivity
produces a wealth effect in the household. This effect is due to the fact that the
demand for capital and the demand for labor increase, and, since the household
receives income from both factors, then its income level rises. This higher income
is destined for consumption and investment, which increase. That is why the
elasticities 7., and 7n;, have the same positive sign. Also, the magnitude of
those is influenced by the value of ¢. As ¢ approaches one, the household
perceives that the shock of productivity is more “permanent”; that is, its effects
are maintained over time. In this scenario, the household finds it optimal to direct
more resources to consumption than to investment because its income pattern has
changed almost permanently. Therefore, the elasticity of consumption is high
when the persistence of the shock is high, while the elasticity of investment is
low in this same scenario. In the event that persistence tends to zero, that is, if the
shock lasts only one period and its effects are “temporary,” then the household
will find it optimal to direct resources to savings (investment) in order to smooth
consumption. Therefore, in this scenario, it is observed that the elasticity of
consumption is low, while the elasticity of investment is high.

[C] Effects on the Product and Interest Rate

1. The elasticity of output with respect to productivity 7y, is positive and decreases
as productivity persistence increases (see Fig.5.12). The shock of productivity
affects production directly by a; and 1nd1rect1y by labor ht This is observed in the
functional form of the production: y; = a; —i—ak, +(1 —oz)h, To understand how ¢
influences 7y, itis necessary to analyze how the work responds to this parameter.
It is known, according to Fig.5.13, that a greater persistence of the shock of
productivity induces the household to increase their leisure and reduce work
because they feel that productivity has permanent effects. So, as ¢ increases, the
household increases its work in the face of a productivity shock, but to a lesser
extent. Therefore, as persistence increases, the product increases, but to a lesser
extent because work also increases to a lesser extent.

2. The elasticity of the interest rate with respect to productivity 7y, is positive and
decreases as productivity persistence increases (see Fig. 5.12). The productivity
shock raises the demand for capital and, under an inelastic supply of capital,
increases the equilibrium interest rate. Since capital demand 7; = 3; —75, depends
on output, then the pattern of output movement in the face of productivity
shock is fully transferred to the behavior of demand. For example, the previous
paragraph indicates that n,, is decreasing as the persistence of productivity
increases. This behavior is transferred to the demand for capital which, together
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with the supply of capital, allows the interest rate-productivity elasticity to also

decrease in ¢.

[D] Effects on Work and Salary

1. The elasticity of labor with respect to productivity is positive and decreases as
the persistence of productivity increases (Fig. 5.13). In addition, the elasticity of
salary with respect to productivity is positive and strengthens as the persistence
of productivity increases (see Fig.5.13). Productivity shock has two effects on
the labor market: the first is directly on demand, which expands, and the second
goes indirectly on the supply by means of the increase of consumption. On the

5 RBC Model with Variable Labor Supply

one hand, demand expands, and, on the other hand, supply contracts.

5.3.2 Impulse-Response Functions

The impulse-response function is the reaction of the endogenous variables to a
shock. This reaction has a magnitude and a lifetime. It is worth mentioning that
each element of the impulse-response function represents an equilibrium and,
therefore, an optimal response of the representative agent. In this section, the shock

is considered to be productivity (Fig. 5.14).
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Fig. 5.14 Campbell (1994) with variable work: productivity shock. (Note: This graph is obtained
from the m—file “Analisis_sensibilidad_irf.m”)
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5.3.2.1 How Does the Economy React to a Shock of Productivity?

* The productivity shock occurs at t = 0 and in this period € takes the value of its
standard deviation o = 0.763. This leads to increased productivity (1 a;).

* The increase in productivity has two effects: the first is the increase in the
production function 1 y; = 1 @, + oﬁc\[ + (1 — a)fz\, and, the second, the increase
in demand in the factor market (of capital and labor).

* In the case of the labor market, the increase in demand raises the real wage and
the number of hours of work in equilibrium. It should be noted that as supply is
more elastic ({ yy), the impact of the demand movement is greater.

* In the capital goods market, it is observed that the increase in demand is
completely transferred to supply. This is because supply is perfectly inelastic
(invariant with the interest rate). In addition, this increase in demand raises the
interest rate.

* The higher salary (1 w;) and the increase in the interest rate (1 r;) increase the
household’s income, which leads to increased consumption and investment.

5.3.3 Comparison of the Theoretical Model with the Data

5.3.3.1 Does the Shock Need to be Significant for the Model to Replicate
the Data?

The answer to this question a priori is yes. The RBC model generally requires the
magnitude of the productivity shock to be significant (around 0.7%). However, this
dependence is reduced when the variable use of capital is considered. As King
and Rebelo (1999) point out, an RBC model with capital utilization requires a
productivity shock of approximately 0.1% to get close to the data. In the following
paragraphs, it is described how the magnitude of the shock has implications on
the ability of the model to approach the data. In principle, with a shock of 0.4%,
the model is very far from the data, while with a shock of 0.7%, the model
behaves better, although with certain deficiencies. In addition, it is observed that
the correlation of the production with the model’s variables and the first-order
autocorrelation does not depend on the magnitude of the shock.

Table 5.11 shows three statistics (standard deviation, correlation, and first-order
autocorrelation) of the cyclical component of the data and of the model for each
variable. The model statistics have been calculated assuming four values of the
productivity shock (o). The idea behind this is to assess whether the model needs a
“significant” shock to replicate the data. With this in mind, we proceed to describe
the conclusions that emerge from this table.

[A] Standard deviation First of all, it is observed that as the shock is stronger
(from o = 0.004 to 0.015), the standard deviation of the variables increases. For
example, the standard deviation of consumption for ¢ = 0.004 is equal to 0.31%,
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Table 5.11 Comparison of the cyclical behavior of the theoretical model with the empirical data

Variable (x;) | Standard deviation (%) Corr(PBI;, x;) Autocorrelation
Data | Model Data | Model Data | Model

o= 0.004 | 0.007 | 0.01 | 0.015 0.004 al 0.015 0.004 a1 0.015

Consumption | 1.35 | 0.31 |0.54 | 0.77 |1.16 | 0.88 |0.8851 0.80 | 0.8191

Investment 5.30 [3.37 |59 8.42 1 12.64 | 0.80 |0.9856 0.87 1 0.7013

Product 1.81 |0.89 |1.56 |2.22 /333 |1 1 0.84 | 0.7162

Capital 029 |0.51 |0.73|1.09 0.3915 0.9572

Labor 1.79 10.55 |0.96 |1.37 |2.06 |0.88 |0.9736 0.88 | 0.6995

Interest rate | 0.30 | 0.9 1.58 |2.26 339 |-0.35/0.9477 0.60 | 0.7006

Real wage 0.68 1038 |0.66 (094|141 |0.12 |0.9423 0.66 | 0.7826

Nota: The empirical values have been taken from King and Rebelo (1999) and all the
variables are in natural logarithms, except the interest rate. The theoretical values have
been obtained from a single simulation. These values are obtained from the file “Camp-
bell_Lvariable_nonlinear_log7.mod”

while for o = 0.015, it is equal to 1.16%. Second, under a small magnitude of
the productivity shock, the model falls far short of what is observed in the data. For
o = 0.004, the standard deviation of consumption is 0.31%, while the data indicates
that said statistic is equal to 1.27%. Similarly, for investment, the model falls short
of what is found in the data (3.37% in the model vs. 5.30% in the data). This same
behavior is observed in all variables.

Third, the value of o = 0.007 has been used by Prescott (1986), a similar value
(o0 = 0.00712) by Hansen (1985) and by King and Rebelo (1999) (¢ = 0.0072).
Under this magnitude of the shock, the model gets better at approaching the data
(compared to o = 0.004). For example, the standard deviation of the investment
provided by the model is 5.9%, which is closer to the data (5.30%). The same is
observed for the product and the real wage. However, the results of the model for
consumption, labor, and the interest rate are still far from what was observed. For
example, the standard deviation of consumption goes from 0.31% to 0.54% when
the shock increases from 0.004 to 0.007, but it is still below the empirical value
of 1.35%. The same is observed for work, the model indicates that the standard
deviation is 0.96%, while the data suggests that said statistic is equal to 1.79%.
Regarding the interest rate, the model strongly overestimates the statistic (1.58%
vs 0.30%). Fourth, the value of ¢ = 0.01 is considered by Campbell (1994).
Under this value, the model overestimates the statistic in four variables: investment,
product, interest rate, and real wage. For example, the investment deviation reaches
8.42%, far exceeding what was observed (5.30%). However, it is observed that in
consumption and work the model is closer to the data, but still below. For example,
the standard deviation of consumption increases from 0.54% to 0.77% when the
shock goes from 0.007 to 0.010, but it is even lower than what was observed
(1.35%).

Fifth, it is observed that for higher productivity shock (¢ = 0.015), the model
results largely overestimate what is found in the data, except for consumption. For
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example, in the case of investment, the data indicates that its standard deviation is
5.30%, while the model indicates that it is 12.64%. In the same way for the product,
since the model suggests that the standard deviation is almost twice that found in
the data (3.33% vs. 1.72%). Only in consumption, the model is closer to the data
(1.16% in the model vs. 1.35% in the data). Finally, it is important to mention that
the impact of the shock on productivity is subject to the values of the parameter of
the model.

[B] Correlation with GDP First of all, the correlation of the product with the
other variables does not depend on the magnitude of the shock of productivity;
therefore, the differences that could be found between what is observed and what
is inferred by the model does not correspond to the magnitude of the shock but
to the parameterization of the model and the underlying assumptions. Secondly,
from Table 5.11, it can be seen that the correlation provided by the model is greater
in all the variables with respect to what is suggested by the data. For example, the
correlation of output with consumption in the data is 0.88, while the model indicates
that it is equal to 0.8851. Similarly for investment, it is 0.80 in the data vs. 0.9856
in the model. This overestimation of the model is observed in the correlation of the
product with all the variables.

Third, the data indicate that the interest rate is countercyclical (corr (y;, r;) < 0);
however, the model infers that the interest rate is highly procyclical (corr(y;, r;) =
0.9477). Fourth, the data suggest that the real wage has a very small correlation with
output, although the model suggests that this statistic is very close to one. These two
weaknesses of the model in replicating the data are generally transversal to RBC
models and represent two main criticisms of this school.

[C] First-order autocorrelation First, first-order autocorrelation, like the corre-
lation of the product with the model variables, does not depend on the magnitude
of the productivity shock. Second, the model underestimates the autocorrelation of
the product (0.7013 vs. 0.87). This represents one of the main criticisms of the
RBC model and has been emphasized by several authors, including Cogley and
Nason (1995). Third, the model overestimates the real wage autocorrelation and
underestimates the work autocorrelation.

5.3.3.2 Does the Labor Supply Need to Be Very Elastic for the Model to
Replicate the Data?

The answer to this question is yes. The RBC model needs a strong transmission
mechanism that transfers the effects of the shock to the endogenous variables. In this
context, the elasticity of labor supply is positioned as one of the main transmission
mechanisms. As can be seen in Tables 5.12 and 5.13, the higher the elasticity of
labor supply, the effects of the initial shock are amplified, which influences on the
statistics of the model. These statistics are closer to what is observed in the data
as labor supply is more elastic. The dependence of the RBC model on the elasticity
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Table 5.12 Comparison of the cyclical behavior of the theoretical model with the empirical data

Variable (x;) Standard deviation (%)

Data Model
Frisch elasticity(1/y,)= 0.2 1 2 5
Consumption 1.35 0.63 0.7 0.74 0.78
Investment 5.30 6.21 7.25 7.84 8.59
Product 1.81 1.69 1.94 2.08 2.26
Capital 0.54 0.63 0.68 0.74
Work 1.79 0.57 0.95 1.17 1.44
Interest rate 0.30 1.72 1.98 2.12 2.3
Real salary 0.68 1.14 1.04 0.99 0.92

Note: The empirical values have been taken from King and Rebelo (1999) and all the
variables are in natural logarithms, except the interest rate. While the theoretical values have
been obtained from a single simulation, these values are obtained from the file “Camp-
bell_Lvariable_nonlinear_log8.mod”

Table 5.13 Comparison of the cyclical behavior of the theoretical model with the empirical data

Variable (x;) | Corr(GD Py, x;) Autocorrelation
Datos | Modelo Datos | Modelo
1/yn= 0.2 1 2 5 0.2 1 2 5

Consumption| 0.88 |0.9079|0.897 | 0.8909| 0.8834/ 0.8 | 0.8093| 0.8142 0.8167|0.8197
Investment 0.8 0.9856| 0.9856| 0.9856| 0.9856|0.87 |0.7063 0.704 | 0.7027 0.7009

Product 1 1 1 1 1 0.84 1 0.7211/0.7189| 0.7176 0.7158
Capital 0.3905| 0.39111 0.3913 0.3916 0.9585/0.9579| 0.9575| 0.9571
Work 0.88 |0.973 |0.9733|0.9734| 0.9736 0.88 | 0.7045| 0.7023| 0.7009 0.6991

Interest rate |—0.35 | 0.9494|0.9485|0.948 | 0.9476|/0.6 | 0.7054| 0.7033/ 0.702 |0.7002
Real salary 0.12 10.9933/0.9776| 0.9627| 0.9351|0.66 | 0.7388 0.7553 0.7678| 0.7874
Note: The empirical values have been taken from King and Rebelo (1999) and all the
variables are in natural logarithms, except the interest rate. The theoretical values have

been obtained from a single simulation. These values are obtained from the file “Camp-
bell_Lvariable_nonlinear_log8.mod”

of labor supply was harshly criticized because microeconomic studies indicated that
said elasticity is small, which contrasted with what was assumed by the RBC school.
However, this criticism was countered by Hansen (1985), who developed an RBC
model free from the dependence on a strong elasticity of labor supply. This last
model will be studied in detail in the next chapter.

Table 5.12 shows how the standard deviation of each of the variables changes
with four Frisch elasticity values, assuming a shock of 0.01. In addition, the statistic
obtained from the model is compared with what is observed in the data. The
behavior of the standard deviation is described below.

[A] Standard deviation In the first place, it is observed that as labor demand
becomes more elastic, the standard deviation of all variables increases, with the
exception of real wages, which decreases. Second, the standard deviation of labor
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and real wages produced by the model gets closer to the data as the elasticity of
labor supply increases. For example, the standard deviation of labor goes from
0.57% to 1.44% when the elasticity increases from 0.2 to 5. However, in the case
of investment, the model overestimates its standard deviation for all values of said
elasticity. The same occurs for the interest rate, where the lowest elasticity value in
the table (y, = 0.2) produces a standard deviation of 1.72%, which is well above
the observed value (0.30% ).

Two additional statistics are described in Table 5.13: the correlation of the
product with the model variables and the first-order autocorrelation. Both statistics
are important in the behavior of business cycles. Likewise, the calculations derived
from the model are compared with the empirical evidence. The objective of this
is to evaluate if the greater elasticity of the labor supply strengthens the capacity
of the model to replicate the data. The correlation and autocorrelation presented in
Table 5.13 are described below.

[B] Correlation with GDP In the first place, the correlation of the product with
each one of the variables of the model is higher than that observed in the data.
Second, this correlation is closer to the empirical evidence as labor supply is more
elastic (1 1/y4). For example, the data suggest that the correlation of the product
with consumption is equal to 0.88, while the model infers that this correlation goes
from 0.9097 (with 1/y, = 0.2) to 0.8834 (with 1/y, = 95).

As a third point, the correlation of output with investment, obtained from the
model, is not affected by the elasticity of labor supply. As can be seen in Table 5.13,
the correlation of output with investment is 0.9856 for any value of 1/y,, which
is above the value observed in the data (0.8). Fourth, the elasticity of labor supply
has little influence on the correlation between output and labor. This is observed in
the fact that as the elasticity increases, this correlation only changes in the fourth
decimal place (from 0.9730 to 0.9736).

Fifth, the model vastly overestimates the correlation of output with the interest
rate and with the real wage. Regarding the interest rate, it is observed that the
model infers that said correlation is always positive and close to 1, that is, highly
procyclical. However, the data suggest that the interest rate is countercyclical.
Regarding the correlation of the product with the real wage, the model captures
the qualitative behavior, but not the quantitative one. The data suggest that this
correlation is low (0.12); however, the model (for the four values of 1/y,) gives
correlations greater than 0.9. It is worth mentioning that the elasticity of the labor
supply helps to reduce this correlation, but not enough. For example, for a high
elasticity (1/y, = 5), the correlation is 0.9351, which is clearly higher than the
observed (0.12).

[C] First-order autocorrelation First, a lower elasticity of labor supply helps the
model to obtain an autocorrelation of consumption closer to what is observed. For
example, for a Frisch elasticity of 0.2, the consumption autocorrelation derived from
the model is 0.8093, a figure very close to the observed figure (0.8). Second, the
autocorrelation of investment inferred by the model is lower than what was observed
(0.84). In addition, the change in the elasticity of labor supply has a marginal impact
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on this statistic. For example, said statistic goes from 0.7063 to 0.7009, when the
elasticity increases from 0.2 to 5. Moreover, a greater elasticity of labor supply
causes said autocorrelation to decrease and move further away from the data.

Third, the autocorrelation of the real wage is the one that most react to changes
in the elasticity of labor supply. For example, when the elasticity is reduced from
5 to 0.2, said autocorrelation goes from 0.7874 to 0.7388. However, this last value
still remains above what was observed (0.66).

5.4 Summary

In this chapter, we have introduced hours worked as an input to the production
function and a household decision variable. The result of this exercise is that we are
equipped to study the goods and labor markets simultaneously and to ask whether
our RBC model can better replicate the stylized facts on the goods market that
we discussed in the previous chapter, as well as replicate the facts stylized values
associated with wages and hours worked during the business cycle.

As the student should already know, we proceed to present the behavior of
households, firms, and the conditions of equilibrium in the market of goods and
factors. Since we first introduce the decision to work, we take a closer look at the
Frisch elasticity of labor supply and the intertemporal labor substitution elasticity.
Both will play an important role as transmission mechanisms in our model.

Then, we proceed to calibrate the model parameters, adding only the Frisch
elasticity value as an additional parameter to calibrate. We proceed to find the steady
state and log-linearize the model around it. Finally, we solve the linear system with
the method of undetermined coefficients and illustrate how we can obtain such a
solution with Dynare.

With our model resolved, we proceed to extensively illustrate how the elasticity
parameters of the control variables with respect to the state variables depend on
the Frisch elasticity, the depreciation value, and the persistence of the shock of
productivity. A central result of this section is that the persistence value of the shock
will not affect the coefficients associated with capital.

Next, we study the impulse response functions of our fictitious economy when
hit by a shock of productivity. The pattern of responses in the goods market remains
similar to that studied in the previous chapter; however, now the labor market shows
that the wage FIR is hump shaped and employment has an immediate peak and then
falls monotonously.

Finally, we compare the theoretical model with the data. We illustrate that to
even come close to replicating the stylized facts of interest, we need the productivity
shock to have a significant and persistent value, in addition to requiring a relatively
high value of the intertemporal elasticity of labor. If we calibrate the model with
these characteristics, we obtain the following: (i) all variables in our model are
procyclical, while wages are a-cyclical in the data; (ii) the standard deviations have
the correct order in the goods market (investment is more volatile than output and



5.5 Codes 281

consumption is less volatile than output), but we significantly overpredict interest
rate volatility relative to of what is in the data. We also reasonably replicate the
volatility in labor and real wages found in the data.

After reading this chapter, the student may feel (healthy) skepticism about
the scientific value of RBC models: do capitalist economies exhibit such large
quarter-to-quarter fluctuations in productivity as these kinds of models suggest? It
is precisely in the face of this skepticism that the literature has developed models
with a richer variety of shocks, one of which we turn to examine in the next chapter.
There we will show how we can reconcile an RBC model that replicates the data
with moderate values of the shock of productivity.

5.5 Codes

Table 5.14 describes the Matlab and Dynare codes used in this chapter.
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Appendix
See Figs.5.15, 5.16, 5.17,5.18, 5.19, 5.20.
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Chapter 6 ®
RBC Model with Shock to Investment ez
and Variable Use of Capital

6.1 Introduction

This chapter analyzes the effects of an investment shock on the endogenous
variables, in contrast with the productivity shock analyzed in previous chapters.
In the literature, productivity shocks have been widely questioned. One of its main
criticisms is that the magnitude and persistence considered in the RBC model exceed
those observed in the data. Furthermore, RBC models assume that a recession occurs
when productivity is negative, that is, when there is a technological reversal, which
is not plausible based on empirical evidence.

Unlike previous chapters, this chapter is based on Keynes’s perspective on the
sources of business cycles. In particular, Keynes argues that investment is one of the
determinants of business cycles. Therefore, in this chapter, we analyze the effect
of the shock on investment in the context of the postulates of the RBC school.
To this end, the model developed in this chapter follows Greenwood et al. (1988),
who postulate the following: an increase in investment efficiency (¢;) increases the
formation of new capital (k;+1) and encourages greater use of the capital that is
already available (k;), which accelerates its depreciation (8;) (Table 6.1).

This chapter analyzes the effect of an investment shock in two frameworks: in
a standard RBC model based on Campbell (1994) and in a model that considers
the variable use of capital based on Greenwood et al. (1988). When a shock is
incorporated into the marginal efficiency of investment in a standard RBC model,
the transmission mechanism is the intertemporal substitution of leisure, which
produces countercyclical consumption, which is inconsistent with the empirical
evidence. However, by incorporating this shock into a standard RBC model that
considers the “variable utilization rate of capital,” the model is consistent with
the empirical evidence in producing a procyclical consumption. In this case, the
transmission mechanism is the “variable capital utilization rate.”
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Table 6.1 Shock to investment vs. shock to productivity

Standard RBC model Kydland A shock of productivity increases production and,
and Prescott (1982), Long and therefore, consumption and investment. It follows that
Plosser (1983), Campbell (1994) “investment reacts to production.” This suggests that the

shocks must first affect production

Model of Greenwood et al. (1988) | A shock to the marginal efficiency of investment increases
tomorrow’s capital (k;+1). The latter raises output by 7 + 1
(yr+1)- So, in this model,“output reacts to investment.”
This suggests that shocks must first affect investment

6.2 Standard RBC Model and the Investment Shock

The standard RBC model, such as Long and Plosser (1983) and Campbell (1994),
usually considers that productivity shock is the main variable that produces business
cycles. In this model, the main transmission mechanism is the intertemporal
substitution elasticity of leisure in addition to the capital accumulation mechanism.
If, in this model, a shock to investment (demand shock) is evaluated instead of
a shock to productivity (supply shock), then the model has problems replicating
what is observed in the data. Specifically, the model suggests that consumption
decreases while investment increases, generating a negative correlation between
these two variables. Furthermore, the model suggests a negative correlation between
the output and consumption. These two results are clearly opposite to those observed
in the data. In this section, we analyze the model of Campbell (1994) developed in
Chap. 5 with a new element: the economy is now subject to an investment shock.
The investment shock is observed in the law of movement of capital:

kipr = (1 =8k + (1 +€)iy (6.1)

The idea behind this shock is that the investment is thus more efficient; that is,
if with an investment unit, without a shock, a unit of capital was produced in “t+1,”
now with the shock, that same investment unit produces (1+¢;) capital units at “t+1.”
For instance, assuming that the shock equals one (¢; = 1), one unit of investment
produces two units of new capital. In contrast, when the shock is absent, the same
investment unit produces only one unit of new capital. One of the first effects of this
shock is that it increases the stock of capital by “t+17; that is, the supply of capital
expands by “t+1.”

Given that investment, i;, is an element of the household’s budget constraint,
replacing its expression derived from the law of movement of capital allows a shock
to investment to influence budget constraints. Furthermore, this constraint plays a
role in the optimization in such a way that Euler’s equation is also affected by the

investment shock:
(I —-29)
ERENLELE |

1
- =,3Ez|:—
(1l +¢) Cr+1 (I+€41)
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Equation (6.2) shows the Euler equation, modified by an investment shock. Inter-
estingly, investment shock ¢, strengthens the intertemporal elasticity of substitution
of consumption because it multiplies the interest rate. This strengthening encourages
households to reduce their current consumption (| c¢;) and increase their future
consumption (1 ¢;41).

In addition, since the productivity shock is eliminated to study only the effect of
an investment shock, the production function becomes

Standard model : y, = a,k%h} =

Modified model : y, = k%!~ (6.3)

Similarly, the productivity equation lna; = ¢lna;—1 + €; is eliminated and
replaced by the investment shock equation:

li’let = (blnét,] =+ vy (64)

6.2.1 System of Principal Equations

Table 6.2 lists the nonlinear equations of Campbell (1994) model, considering an
investment shock. As mentioned, the law of movement of capital, Euler equation,
production function, and productivity equation have all been modified to account
for the investment shock. The remaining equations are obtained conventionally, as
detailed in Chap. 5.

Table 6.2 System of principal nonlinear equations (Campbell 1994 model with investment shock)

Equations Description

"= I‘T: Capital demand

Euler’s equation
1 _ 1 (1-9)
er(lte) — 5E{c,+1 1+ e ]

(1 — hy) ¥ = % Labor supply
Ct
hy=(1—a) z)Tt, Labor demand
e =k&h, ™ Production function
ye=c +ir Goods market equilibrium
kip1 = (1 =8k + (1 +€)i; Law of movement of capital

Ine; = plnes—1 + vy Shock to investment
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6.2.2 Model Solution

The model represented by the system of equations described in Table 6.2 is written
in Dynare to determine the policy and state function (solution). In addition, we use
Dynare to compute the theoretical moments (standard deviation, correlation, and
autocorrelation) of the cyclical components of the variables. To do this, we write the
statement ““stoch_simul(order = 1, hp_filter=1600).” This statement tells Dynare to
linearize the model, whose variables have been written in logarithms. Specifically,
when Dynare linearizes the model, it makes a change of variable as follows:

X = Inx; — Inxgg

That is, Dynare log-linearizes the model. Additionally, the “hp_filter=1600"
option tells Dynare to apply the HP filter to find the cyclical component
of each variable. This model is written in the following .mod file “Camp-
bell_Lvariable_nonlinear_log5_inv.mod.” Furthermore, the calibration is similar
to the model described in Chap. 5.

Table 6.3 shows the solution of the standard RBC model with an investment
shock. The policy function for consumption is as follows:

In(c;) = 0.1742 4+0.5205k; — 0.2401¢,_; — 0.2528, (6.5)
Incgg
~ —0.2401 __
In(c;) = Incgs + 0.5205k; — 0.2528<m€[—1 + v[)

In(c;) = Incgg + 0.5205k; — 0.2528(0.956_1 + v;)
In(c;) = Incgg + 0.5205k; — 0.2528¢;
In(c;) — Incgs = 0.5205k, — 0.2528¢;
& = 0.5205k; — 0.2528¢, (6.6)
Equation (6.6) suggests that consumption responds in the opposite direction to

the shock and indicates that if the shock to investment is increased by 1% above its
steady state, consumption is reduced by 0.2528%. When analyzing how investment

Table 6.3 Policy and state function

In(cr) In(iy) In(yr) |Intkey1) | In(hy) In(r;) In(wy) | In(e)
Constant 0.1742 | —1.2011 | 0.3996 |3.1810 —0.9890 | —3.8810 0.9836 0O

ke 0.5205 | —1.6972 | 0.0730 | 0.9326 | —0.3898 | —0.9270 | 0.4628 0
€1 —0.2401 2.6000 | 0.3329 | 0.0769 0.4991 0.3329 | —0.1662 | 0.95
vy —0.2528 | 2.7368 |0.3505 |0.0809 0.5254 | 0.3505 | —0.1750 |1

Note: The results have been obtained from “Campbell_Lvariable_Dynare_nolinear_log5_inv.mod”
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reacts to this shock, the policy function of this variable indicates that investment
increases (see Eq.(6.7)). Moreover, a 1% increase in the shock to investment
encourages the investment to increase by 2.7368%. This increase in investment is
very strong compared to the reduction in consumption:

In(i;) = —1.2011 —1.6972k; + 2.66,_ + 2.7368v;

Inigg

26 €r—1+ vy

~ 2.7368
In(i;) — Inigg = —1.6972k; + 2.7368( € )

o~

7

—1.6972k; + 2.7368(0.956,_1 + v;)
G, = —1.6972k, + 2.7368¢, 6.7)

From the consumption and investment policy functions, we can infer that both
variables move in opposite directions in the event of an investment shock, generating
a negative correlation, which is contrary to the empirical evidence. This is one of
the main shortcomings of the standard RBC model when introducing investment
shocks.

Another shortcoming of the model, related to the previous one, is that the
consumption moves countercyclically. Looking at the policy function of production,
this variable increases when the economy experiences a shock to investment.
Therefore, under this shock, we have that at period ‘¢, investment and production
increase while consumption decreases.

This behavior leads to a negative correlation between output and consumption,
which is not supported by empirical evidence. We then calculate the impulse-
response function to evaluate the dynamic effects of the investment shock. The
following section details the behavior of endogenous variables in the face of this
shock.

6.2.3 Impulse-Response Functions

The continuous-line graphs in Fig. 6.1 show the dynamic response of each variable
in the model to a shock to investment. The effects of this shock are described below:

First, the shock to investment strengthens the intertemporal substitution of
consumption (SIC) and leads the representative household to reduce its current
consumption and increase its future consumption. This effect can be clearly
observed in Euler’s equation (Eq. (6.8)):

1 BE |: 1 |: n (1-19) i|i|
—_— = r —_—
a(l+e) Tan ™' T 0¥ean
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1 1-39)
— :ﬁEt|: (I+¢) [rz+1+—ﬂ (6.8)
Ct Ct+1 S—— (l + 6I«I»l)

strengthens SIC T

Second, given the reduction in current consumption and the fact that production
does not move (at least in this step), the goods market equilibrium condition requires
investment increases: y; =| ¢; + 1i;.

The third effect is that both the shock to investment and the increase in the level
of investment encourage the creation of new capital k;. This is observed in the
law of the movement of capital:

(1 =8k, + (1 +€)iy
(I =8k + (1 + te) iy (6.9)

ki

Fourth, the reduction in consumption implies a negative wealth effect on labor
supply and encourages households to increase the number of hours worked.
Therefore, the labor supply expands (shifts down). This first effect on the labor
market, in which labor demand has not yet moved, leads to a decrease in the
equilibrium wage and an increase in work.

Fifth, an increase in hours worked encourages greater production (1 y; =
kf‘htl_"‘) by firms. This leads to an increase in the marginal productivity of each
factor (¢ PMgh; and © P Mgk;); therefore, firms increase their demand for each
production factor.

Finally, an increase or shift to the right of P M gk, raises the current interest rate
since the supply of capital is fixed. On the other hand, the increase in labor demand
adds an additional positive effect on labor (1 4;) and increases real wage (1 w;),
which partially offsets the initial wage reduction. In the net, work increases and real
wages decrease.

Consequently, a shock to investment at “t” decreases consumption and the real
wage and increases production, capital at “t+1,” employment, and the interest rate
increase in the same period. Given that the shock loses strength in the following
periods but remains above the steady state, consumption progressively recovers as
the interest rate declines. This behavior of the variables is similar to that observed
in the previously analyzed policy and state functions.

At this point, it is worth asking whether the standard RBC model could improve
(obtain an increase in consumption instead of a reduction) if the elasticity of
intertemporal labor substitution is greater, that is, if the labor supply is more elastic.
With this idea in mind, Fig. 6.1 shows the impulse-response function of the standard
RBC model with two different labor supply elasticities. Although the model has a
high Frisch elasticity (EF = 4), the model still maintains a drop in consumption in
the face of a shock on investment.

In addition, we can observe that the reduction in consumption is very similar in
both cases, which indicates that although the usual transmission mechanism of the
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Fig. 6.1 Campbell (1994) model with investment shock. Note: “EF” stands for Frisch elasticity
(1/yy) or also known as the intertemporal labor substitution elasticity. This figure is obtained from
the file “Campbell_Lvariable_nonlinear_log5_inv.mod”

RBC model (intertemporal elasticity of labor) is strengthened, the model continues
to show the same weakness (reduction in consumption). Moreover, it is important to
mention that these results are obtained by comparing an economy with excessively
high elasticity (EF = 4) in contrast to a very small elasticity (EF = 0.1). For
intermediate values, there are probably no additional effects on consumption, which
is at negative levels (below the steady state).

The second question is whether the elasticity of intertemporal substitution of
consumption (EISC) can help improve the model. Figure 6.2 illustrates the effects
of a model with low and high EISC. Before analyzing this figure, it is necessary to
make some remarks about the utility function so that the EISC remains explicit
in the model. Given that the Campbell (1994) model assumes that elasticity is
equal to one and, therefore, the utility function is logarithmic in consumption, it
is necessary to modify the utility function (more general version) to consider this
parameter explicitly. Equation (6.10) shows the Campbell (1994) utility function,
whereas Eq. (6.11) shows a general utility function:

1 — h I=yn
Campbell’s utility function : u(c;, h;) = In(c) + G(I—I) (6.10)
—Vn
. . o (L—h)lm
General utility function : u(c;, h;) = +6 , (6.11)

I—y I =
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Fig. 6.2 Campbell (1994) model with investment shock. Note: “EISC” stands for elasticity of
intertemporal substitution of consumption (1/y). This figure is obtained from the file “Camp-
bell_Lvariable_nonlinear_log5_inv.mod”

where the parameter y represents the inverse of the intertemporal elasticity of
consumption. Under the utility function described in Eq. (6.11), the following Euler

equation is obtained:

1 1 (1-96) H

—— = BE{| —|rtp1 + ——— (6.12)
cf (1+¢€) P tl: LI[ZH (1 +e+1)

In Eq. (6.12), we can see how parameter y controls the elasticity of intertemporal
substitution of consumption. This is best observed in the log-linear version of this
equation:

~ ~ [P [ IPUN ~
& =E [Ct+1 - ;(Arz+1 — 5 (Be - 6:))] (6.13)

2rgs 1-6
2rgs + (1 —8) 2rgs + (1 —6)

Equation (6.13) shows that an increase in the EISC (1/y) encourages the
household to reduce its current consumption for future consumption. Moreover,
it is also observed that said elasticity strengthens or amplifies the effect of the
shock to investment, which causes consumption to be further reduced. As mentioned
before, the question in this scenario is whether the standard RBC model improves
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its capacity when a lower EISC is considered so that its effects are not greatly
amplified. A priori, it is observed that regardless of the EISC’s value, the shock
to investment has a negative effect on consumption. The only thing that a lower
magnitude of EISC can do is reduce the effect of the shock, but it does not cause
consumption to increase. Therefore, since the EISC controls for the substitution
effect, which will always be negative for consumption, what is required for
consumption to increase in the face of the shock to investment is a significant income
effect that completely cancels out this substitution effect, and it is precisely this that
is absent in the standard RBC model.

In line with the above, Fig. 6.2 suggests that a lower EISC in the artificial
economy reduces the amplification of the shock to investment. This is observed in
the fact that the impulse-response function of all variables has a smaller magnitude
and returns more quickly to the steady state when the EISC is low. For example,
the product reacts three times less in a low EISC model (=0.1) than in a high EISC
economy (=1). Likewise, with a low EISC (=0.1), consumption is not reduced as
much; however, at equilibrium, it is still below its steady state.

In conclusion, the standard RBC model provides contradictory results to the data
when a shock is introduced into the investment. These results hold even when the
transmission mechanism via the elasticity of substitution of labor supply increases
or when the elasticity of substitution of consumption is reduced. What is missing
to improve the model is perhaps a different transmission mechanism and/or a
significant income effect, although Barro and King (1984) suggest that the latter
is not sufficient.

6.2.4 Comparison of the Model with the Data

This section presents the statistics generated by the model to confirm what was
found in the model solution and the impulse-response functions. These statistics
are compared to the data to assess the extent to which the model is realistic. Table
6.11 contains three statistics: standard deviation, correlation of GDP with the other
macroeconomic variables, and correlation of consumption with the other variables
of the model. From this table, the following conclusions can be drawn. First, the
correlation between GDP and consumption is positive in the data. However, this
model suggests a negative correlation.

Second, the model predicts that the correlation of GDP with real wages is
negative; however, the data indicate that it is positive. This suggests that the model
lacks some variables that allow the real wage to move procyclically. Although the
productivity shock in the standard RBC model does not capture the quantitative
behavior of the real wage, it does capture its qualitative behavior. In other words,
the model under a productivity shock implies that the real wage is procyclical but
with a value of 0.9423, which is much higher than the observed value (0.12).

Third, the model indicates that the correlations between consumption and
investment, product, and labor are negative. That is, consumption moves in the
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opposite direction to these variables, which contrasts with empirical evidence, which
indicates that these variables move in the same direction.

Fourth, the model produces a standard deviation well below that found in the
data, except for the interest rate. This suggests that the model requires another
transmission mechanism that amplifies the shock to investment more strongly. This
flaw in the model is observed even with a high persistence of the shock (¢ = 0.95)
and a significant value of this shock (o, = 0.1). Under these same parameters,
the shock of productivity in the model of Campbell (1994), described in Chap. 5,
produces a better model performance. For instance, in the case of consumption, a
standard deviation of 0.77% is obtained in contrast to 0.37% for the model with a
shock on investment. The same is observed for the output because the model with a
shock of productivity obtains a value of 2.22% for the standard deviation compared
to the poor performance of the model with an investment shock (0.46%).

All of this confirms what was discussed in the previous sections: the stan-
dard RBC model has trouble approaching the data when considering a shock to
investment. This is in line with Barro and King (1984), who indicated that in the
neoclassical model, a movement in investment demand produces an increase in
the interest rate and output but reduces consumption. This behavior does not fit
the typical patterns observed in the data. In this scenario, the following question
arises: what elements should be considered within the standard RBC model so that
it replicates the data in the event of a shock to investment? In 1988, Greenwood et al.
(1988) proposed modifications to the standard RBC model, which made it possible
to overcome these weaknesses (Table 6.4).

Table 6.4 Comparison of the cyclical behavior of the theoretical model with the empirical data

Data Model
Variable (x;) | Des. Est. (%) | Corr (PBL x;) | Des. Est. (%) | Corr (PBL, x;) | Corr (¢;, x;)
Consumption | 1.35 0.88 0.37 —0.82 1.00
Investment 5.30 0.80 3.57 0.97 —0.93
Product 1.81 1.00 0.46 1.00 —0.83
Capital 0.36 0.42 0.16
Labor 1.79 0.88 0.69 0.97 —0.94
Interest rate 0.30 —0.35 0.54 0.75 —0.99
Real salary 0.68 0.12 0.27 —-0.75 0.99

Note: The empirical values were taken from King and Rebelo (1999), and all the variables are in
natural logarithms, except the interest rate. The theoretical values were obtained from a single sim-
ulation. These values were obtained from the file “Campbell_Lvariable_nolineal_log5_inv.mod”
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6.3 Extended RBC Model: Inclusion of Shock to Investment
and Variable Use of Capital

6.3.1 Model Elements

This section closely follows the model proposed by Greenwood et al. (1988). It
is worth mentioning that in the original article by these authors, the model is
presented from the point of view of the central planner. However, in this chapter,
the decentralized version is developed, whose results are similar because of the
competitive context in which the model is developed.

On the other hand, the economy in this model is populated by households that
live an infinite life and by firms. Both agents develop in a competitive environment
in both the goods and factor markets. Likewise, it is assumed that this economy is
closed without government presence.

Additionally, this model has three distinctive features with respect to the models
studied in previous chapters. First, the utility function eliminates the income effect
on labor supply. Second, the firm does not demand capital goods as in the standard
RBC models but instead demands “capital services,” which represents the producer
of the number of hours that capital is used times the number of capital goods. For
example, in the previous RBC models, it is considered that the firm demands 100
computers (capital goods). However, in this model, not only the above is considered
but also the utilization rate of this capital, which, for example, can be 3 hours a day.
Considering both elements, the “capital service” demanded is 300 (100 x 3).

Third, it is assumed that the greater use of capital induces it to depreciate
faster. Finally, the shock to investment makes the investment more productive in
the generation of new capital goods. This effect is observed in the law of the motion
of capital.

Figure 6.3 outlines the relationships between the agents: first, households offer
working hours and capital services; second, firms demand both services in the factor
market. Finally, the economy is subject to a shock to investment, which initially
affects the behavior of households and, hence, firms.

6.3.1.1 Households
[A] Utility Function The utility function of Greenwood et al. (1988) is as follows:
Uler, 1) = Uler — GUy)), (6.14)

with the following characteristics

U>0 U<0 G>0 G>0
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Fig. 6.3 Scheme of the Greenwood et al. (1988) model

In this utility function, we can calculate the marginal utility of consumption (Uy)
and the marginal utility of labor (U;), which are expressed as follows:

QIZEZMZU.(M>=U (6.15)

36‘, aC[ 8C[

22:@:w:[].<w):_06 (6.16)
al; al; al;

Likewise, the expression of the marginal rate of substitution between consump-
tion and work, which (strictly should be leisure) is represented by

U, ~-UG .
Ly, =——=———=G (6.17)

TMgS, =
8% U U

This expression is the main feature of the utility function proposed by Greenwood
et al. (1988): the TMgS,,;, only depends on labor /; and does not depend on
consumption ¢;. As will be seen later, this is important in the optimization of
the household because it allows obtaining a labor supply without the presence of
consumption c¢;, that is, without the income effect. In other words, the effect of the
intertemporal substitution of consumption on /; is eliminated, and “I/; is determined
independently of the intertemporal consumption/saving choice.” In addition, this last
characteristic is important because it emphasizes the “transmission mechanism” of
the shock to investment in this model.

Equation (6.18) is the functional form of the utility function of Greenwood et al.
(1988), which is given by

1 1N
Q(ct,lt)=l_y[<c,—lf+9) —1}, (6.18)
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where the marginal rate of marginal substitution between consumption and labor
TMgS,, 1, is expressed as follows:

t!lt

TMgSe, ), =1° (6.19)

The expression for the T Mg S, ;, derived from the utility function of Greenwood
et al. (1988) is different from that of the usual RBC models. For example, Campbell
(1994) assumes a utility function of the following form:

(1 =1t
U(c, l) = uley) +u(ly) =Ine; + Qﬁ (6.20)
—/n

Calculating T M gS,, ;, from this utility function, we have

tslt

Uy ==l _
TMgSo, = —g-=——— —=al=™" (6.21)
Ct

It is clearly observed that the T MgS,, ;, of this utility function depends on labor
and consumption. Therefore, the wealth effect on labor supply is maintained.

[B] Law of Capital Movement In this model, as previously mentioned, the
household not only offers capital goods “k;” but also the intensity of use of that
capital “ h;,” which together represent capital services (k;/,). Likewise, capital
evolves according to the law of motion:

kiy1 = (1= 38(h: )k + (1 + €)i; (6.22)

From Eq. (6.22), three observations emerge: the first is that Eq.(6.20) can be
seen as a function of production of “new capital’ * (k;1), which has as “inputs” the
investment (i;) and the stock of capital (k;).

The second is that the marginal efficiency of the investment is defined by

0ks 1
dis

= 1+¢ (6.23)

This equation indicates that if there is no shock (¢, = 0), one unit of i; becomes
one unit of k,4;. But if ¢, > 0, then one unit of i; becomes more productive
(efficient) because it produces (1 + €;) units of k.

The third observation is that §(h;) represents the endogenous depreciation,
which expresses that greater use of capital (k;) causes a greater depreciation due to
[1] greater deterioration with use and [2] less time for maintenance. The functional
form of depreciation considered in the model is as follows:

8(h;) = % (6.24)
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Fig. 6.4 Variable depreciation: dependent on the use of capital

This function has three characteristics. First, it has a positive slope (5§ > 0), which
reflects that greater capital use implies greater depreciation of the stock of capital.
Second, the second derivative of this function is also positive, § > 0, which suggests
that acceleration in the use (or intensive use) of capital induces the stock of capital
to depreciate rapidly.

Third, the value of w must be positive and greater than one so that it satisfies the
two aforementioned properties (§ = h;"fl >0and$ = (v — l)h?’f2 > 0). Figure
6.4 shows the depreciation rate § for three values of w. Importantly, for values of w
less than or equal to one, the function é does not meet the aforementioned properties.

In this model, a value of w (=1.42) is chosen that allows obtaining a steady-
state value of depreciation of 0.1 (85 = 0.1). In addition, since by definition §
must be less than or equal to one, the value of 4, is limited to values less than 1.3
approximately.

In conclusion, the capital equation of motion is of vital importance in the model
because it includes the push mechanism ‘“shock to the marginal efficiency of
investment (¢;)” and the propagation mechanism “the variable use of capital (h;).”

[C] Budget Constraint The representative household allocates resources for the
acquisition of consumer goods (c;) and investment goods (i;). Their income is
derived from the real salary (w;), obtained by offering work, and from rental
income (rtk) from capital services (k:h;). The equality between income and expenses
represents the budget constraint, which is described by Eq. (6.25):

Cy + il = wtlt + r,(k;h;) (625)
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[D] The Optimization Problem The household seeks to maximize its discounted
expected utility function U(c;, I;), where ¢; is the consumption of the only good pro-
duced in the economy and /; is labor. In this model, unlike the standard RBC model,
the household also decides on the optimal capital variable utilization rate s, that
it will offer in the capital goods market. This is because the variable /4, influences
the household’s income (k;/1;) and affects the consumption-investment decisions of
the household. Therefore, there are four control variables: consumption ¢;, work
l;, capital utilization rate h,, and new capital k;y;. With these considerations, the
household optimization problem is described as follows:

o0
Max  Eo» B'Ulc,lr)

{Cr’lt»hrskﬁ-l}?io =0

Subject to the budget constraint and the law of movement of capital

wily + 1y (kehy) (6.26)
(1 = 38h )kt + (1 + €)iy, (6.27)

Ct+i[

ki

where

he 1 10Ny
6(hy) = — and U(¢y, l;) = —— — -1
(ht) w and U(c;, Iy) 11—y |:<Ct 1 +9> ]

These two constraints (Egs. (6.26) and (6.27)) can be summarized as one by
replacing the value of the investment from the law of movement of capital in the
budget constraint. Thus, the only restriction is as follows:

kit

cz+l+€t

k
— (=8 T — = wl; +r,(keh;) (6.28)
+€ ~———

t

incomey
expenses;

With the objective function and the only restriction (Eq.(6.28)), the Lagrange
function is built as

o
L=E, Z B! |:Q(ct, I;) + Mlincome; — expenses,]i|
t=0

First-Order Conditions We then proceed to calculate the derivatives of the
Lagrange function with respect to each of the control variables (c;, I;, hi;, and k;1).

Derivative with respect to consumption:

9L
5o =0 M Uit al=-11=0 25 U =1 (6.29)
Ct
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ll+9

—y
where Uy = <ct — 1’+—9) . Therefore

ll+9 -V
U= (Ct - 1[+9> =M (6.30)

Derivative with respect to labor:

oL
=0 T Ut alw]=0 5 U=, (631)
t
AN
where Uy = <ct — 1t+_9> (—lf ). Therefore
ll+9 -V
gz=<a——;+9> (1) = —hw, (6.32)

From Egs. (6.30) and (6.32), we obtain labor supply:

U
== =— 6.33
U Wy ( )
140\ 7Y
@—%)e@
11+ S
(o)
lf = w; (6.34)

This labor supply is particular: it does not have an income effect; that is,
consumption does not appear in the labor supply function. This is because of
the shape of the utility function from which it follows that the marginal rate of
substitution between consumption and labor depends only on labor.

Derivative with respect to capital utilization:

L S(hpk
then [r,k, _ S ’} —0 (6.35)

_— = —))\,t
ah; 1+€l‘

Because A; is equal to the marginal utility of consumption (dU (c;, I;)/dc;),
which is positive, the only way for Eq. (6.35) to be fulfilled is for the expression
between square brackets to be zero. Therefore, we have the following:
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$(h)k;
k, = 6.36
T'tKy 1+¢ ( )

Supply of the (variable)
capital utilization

Derivative with respect to the new capital:

oL ent. 1 - S(ht+]):|
=0 5 il - + EiBhigr | rrgpthigr + —— 2 [ =0
T z|: = Gz:| 1B t+1|: t+1he41 e
(6.37)
From the above, the optimality condition of the investment is obtained:
1 1 - 5(hz+1):|
A = E,BA riathir] + —M—m8M—=
t[l +Gz} B t+1|: +1h41 e
ll+9 -y 1
Cr — ! =
AN 1 — 8(hi41)
E — hipt + ————2 6.38
B t<Ct+1 1+ 9) |:”t+1 141 1+ et ( )

6.3.1.2 Firms

On the side of the firms, they seek to maximize their profit function (s;) in each
period subject to their production function, as shown in the following expression:

Max 7, =y, — [wil; + 1 (kehy)]
{ltvht}?:()

Subject to the production function
yi = Fkihe, 1) (6.39)
By inserting the production function into the profit function and differentiating

it with respect to the control variables, the following first-order conditions are
obtained:

9
o " b =0 20 gy, (6.40)
81, —
Labor demand
3
o M gk - R, =0 D Fi = R (6.41)
oh, i)

Demand for capital services
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Considering that the production function has the following specifications:
F(kihe. 1) = (hike)*1; ™ (6.42)

Both demands would be expressed as follows:
Labor demand : (1 — a)% =, (6.43)
t

Demand for capital services : a% =r (6.44)
tht

6.3.1.3 Market Equilibrium and Definition of Shock

To complete the model, it is necessary to add two equations. The first equation refers
to equilibrium in the goods market, which is expressed as follows:

Yt = C + i[ (645)

The second equation describes the behavior of the shock to investment, which
behaves like an AR(1):

& =pe—1+v, v~ N 0}) (6.46)

Where v; is properly the shock to the investment.

6.3.1.4 System of Principal Equations

Table 6.12 shows the equations that describe the optimal behavior of households and
firms; likewise, it indicates the equations of market equilibrium and the behavior of
the shock to investment. All these equations form a system that represents the RBC
model proposed by Greenwood et al. (1988).

6.3.1.5 Calibration

The values associated with the parameters of this model are obtained as follows. To
calculate the value of «, we use the annual average of the share of capital in national
income between 1948 and 1985. Furthermore, the intertemporal elasticity of labor
substitution 1/6 is between 0.3 and 2.2 (Macurdy, 1981; Heckman and Macurdy,
1980). The initially chosen value is 1.7, which allows us to obtain a value of 8 = 0.6.
However, it is worth conducting a sensitivity analysis for this parameter (Table 6.5).

Two values are proposed for the inverse of the elasticity of intertemporal
substitution of consumption (EISC): y = 1 and y = 2. The simulation of the
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Table 6.5 System of principal nonlinear equations

Equations Description
T AN 1—s Euler’s equation
(Cf - fw) e |=PE\ i — 155 ) | rethen + ey 4
r = ny”! Capital services
I+ offering
n=apr Demand for capital
services
lf = wy; Labor supply
w, = (1 — ) }T’ Labor demand
yi = (k)1 ™ Production function
Vi =c¢t + i Goods market
equilibrium
ki1 = (1 =8k + (1 + €)i; Law of movement of
capital
5 = Variable depreciation
@ rate
€ = Pe—1 + vt Shock to investment

Table 6.6 Calibration

Parameter | Amount Observation

B 0.96 Discount factor

o 0.29 Share of capital in national income (annual average between
1950-1985)

0 0.6 Inverse of the elasticity of labor supply (Frisch elasticity of 1.7)

y 1-2 Relative coefficient of risk aversion or inverse of the EISC

w 1.42 Elasticity of depreciation concerning the utilization rate (so that
8ss = 0.1)

o 0.05-0.0515 | Standard deviation of shock to investment ¢;

A 0.47-0.51 First-order autocorrelation coefficient of shock (persistence)

model considers both values to compare the effects of the shock on investment in an
economy with a high EISC (1/y = 1), in contrast to an economy with a low EISC
(1/y =1/2).

Moreover, the elasticity of depreciation for the utilization rate, w, is calibrated
such that the steady-state depreciation rate equals 0.1. Likewise, the two parameters
of the behavior of the investment shock, the magnitude of the shock (o : standard
deviation) and the persistence of the shock (¢ : autocorrelation of first order),
are calibrated to reproduce the standard deviation and first-order serial correlation
observed in the GDP data. So, for y = 1, we have o = 0.05 and ¢ = 0.47, and for
y = 2, we have 0 = 0.0515 and ¢ = 0.51. Table 6.6 shows the values associated
with each parameter.
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6.3.1.6 Stationary State
In Table 6.7, the equations of the model are written in their steady-state representa-
tions.

[A] Reducing the Number of Equations (I) First, in Eq. 10 of Table 6.7, it is
considered that in the steady state, the shock takes the value of its mean (vgs = 0).
Therefore, the equation is as follows:

€55 = P€ss + Vg
——

=0

From this expression, it follows that the only value of €, that solves this equation
is zero. Therefore, €55, = 0.
Second, from Euler’s equation (Eg. ) in Table 6.7, we obtain the following:

ll+9 -V 1 ll+9 —-v 1 — 8
_ ss — BE s heo + :
<Css 1+ 9> [ 1+ ey i| BE; <Css 1+ 9) |:rss s 1+ e, ]

1-36
1= :3|:rsshss + —Ssj|

14 €
——
=0

1
— = rghsgs + 1 — 85 (6.47)
B

Table 6.7 System of principal nonlinear equations

Equations Description

e\ 7Y e\ 7Y _ Euler’s equation
1. (css - fjre) [ﬁ] = BE; (am - m) [r”h” + }ﬁjﬁ]
2. Fes = et Capital services
FFess offering
3.rgs =« hi"',;: Demand for capital
B services

4,15 = wyy Labor supply

5.wss = (1= a)';f Labor demand

6. yos = (hoskss)* 115 Production function

7. yss = Css +iss Goods market

equilibrium
8. kss = (1 — 8sg)kss + (1 + €55)iss Law of movement of
capital
9. 5y = M Variable depreciation
¢ rate

10. €55 = Pess + Vs Shock to investment



6.3 Extended RBC Model: Inclusion of Shock to Investment and Variable Use. .. 307

Third, considering that €;; = 0, the supply of capital services would be as
follows:
w—1
_ ss

Iss = 1+ e

——

=0
res = 7! (6.48)

Fourth, the law of movement of capital would be expressed as follows:

kss = (1 - ass)kss + (I + €55 )iss
——
=0
avskss = Iz (649)

[B] Reducing the Number of Equations (I) Given that the value of rg is a
function of hys (Eq.(6.48)) and that, in the same way, &5 depends on hgg (Eq. 9
from Table 6.7). Then, substituting both expressions in Eq. (6.47), the value of &g
is obtained based on the model parameters:

1

E = rgshgs + 1 — 85

1 . h$,

E = I’l(\‘ lhss + 1-— j
1 h®
— 1= h?)s _ 58
B
1 )
E—l:hss(l—;)

5—1\a
hyy = < : ) (6.50)

Using the value of hgy, it is possible to obtain the values of rgs and §,5. Thus far,
we have the steady-state values of the following variables:

1
| L
1 _1\o Qo
- —1 N
€55 = 0 /l.s'.s' = <ﬂ ) Fss = hili Oss = ﬁ

[C] Reducing the Number of Equations (III) To obtain the steady-state values of
the other variables, we work with ratios. Given that we have the steady-state value
of the interest rate, it is useful to start with an equation that contains it, such as the
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demand for capital services.

Yss
hsskss

Fsgs =

Replacing the production function :

(h.\'.\'ks.\')a/\!:a

Feo = Q —
. hskss

_1
]ﬁ — (’ﬁ) ot L (6.51)
Lss o hss

Equation (6.51) provides a value for the ratio kg, /[s. Therefore, it is useful to
determine the ratios of the other variables based on this kg / [gs. First, from the law
of movement of capital (Eq. (6.49)), we obtain i/ [ss:

Bsxkss = i&s

Replace the expression of g, :

he
ﬁkss = igs
by _ h—?*[kﬂ] (6.52)
Lss w | s

Second, from the production function, we obtain the ratio ygg/lgs:

Yss = (hsskss)al;;a

I (hyskss) 15

lSS

k o
Yos (ﬁh“) (6.53)
lSS lSX

Third, in goods market equilibrium, the ratio ¢y /I is obtained:

Vss = Css +Iss

Yss _ Css lss

lSS B lSS lSS
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Fourth, the value of wy, is obtained from the labor demand:

wys = (1 — oe)%

ARY

Nk ocllfo(
Wy = (1 —O[)( ss 3,&) sS

lss

hook o

Wss = <1—a>( >
ISS

309

(6.54)

(6.55)

Given that the values of kg /lss (Eq.(6.51)) and the value of Ay, are known, the
real wage in the steady state is defined by Eq. (6.55). Finally, the value of I is

obtained from labor supply:

6
lss = Wss

(w”)l/@

ZSS
Working on Eq. (6.56), we have
lys = ( wgy )1/9

—

Eq. (6.55)

o\ T 1/
= o-of2))

(6.56)

(6.57)

Given that we have the value of [, from the previous equations, we can find
capital, investment, product, consumption, and real wages (see Eqs. (6.51)—(6.55)).
Table 6.8 shows the expression for the steady state of each variable in the model.
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Table 6.8 Steady state Steady state (recursive form)
€5 =0
. 1
L _1 [0
= ()
Fss = h?i._l
. he
b,\,\ - ﬁ

iss = kg

Yss = (hsskss)"‘lﬁj”‘
Css = Yss — lss

wgs = (1 — O{))ﬁ

6.3.1.7 Model Solution

Table 6.12 contains ten equations and ten variables of the model. This system of
equations is nonlinear. This system can be linearized or log-linearized by Dynare.
To log-linearize the system, each variable x should be written in Dynare as exp(xx),
where xx = [nx;. For example, the supply of capital services is written in Dynare
as follows:

Capital services supply : “in model”

hy~!
ry =
1 —+ €t
Capital services supply : “in Dynare”
exp(hh)®~!
exp(rr) = ——————
1+ exp(ee)

By implementing this change of variable, Dynare will linearize the model and
obtain a variable in log-deviations from its steady state as follows: X; = xx; —xXg5 =
Inx; — Inxs. Dynare uses the variable X; to calculate the steady state, policy and
state functions, impulse response function, and theoretical moments.

Tables 6.12 and 6.7 show the model’s solution (policy and state function) for the
two sets of parameter values.

The first table corresponds to the model with y = 1, ¢ = 0.47, and 0, =
0.05, whereas the second considers y = 2, ¢ = 0.51, and o, = 0.0515. It is
worth mentioning that the important difference between both exercises is the EISC
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(y) because the values of persistence (¢) and shock (o) are very similar between
exercises. Therefore, the differences between the coefficients in the solution of each
endogenous variable respond primarily to y .

[A] Model 1 (y = 1) Table 6.9 shows that the consumption policy function is
expressed as

Inc; = —0.7612 + 0.3788k; — 0.007¢;_; — 0.0148v, (6.58)

. 0.007
Inc, = Incee + 0.3788%; — o.oms(me, L+ vt) (6.59)
Inc, — Incee = 0.3788k; — 0.0148(0.47¢,_1 + v;) (6.60)
o, = 0.3788k, — 0.0148¢; 6.61)

In the consumption policy function, Eq. (6.61), it is observed that the shock to
investment ¢, negatively affects consumption during the same period. This indicates
that, under a high elasticity of intertemporal substitution of consumption, this
variable does not react positively to a shock to investment. By contrast, the policy
functions of all other variables, except the interest rate, react positively to the shock
to investment, which is consistent with the data. It is worth mentioning that although
consumption is reduced, it does so to a lesser extent compared to the model of
Campbell (1994). For example, Campbell (1994) model indicates that the elasticity
of the consumption shock to investment is —0.25, in contrast to this model of
—0.014.

[B] Model 2 (y = 2) Table 6.10 shows the policy and state functions of the model
under the assumption of y = 2. This lower elasticity allows consumption to react
positively to the shock to investment (elasticity c¢;-e; is equal to 0.0775) and makes
it possible for the correlation between consumption and investment to be positive
and procyclical consumption. Similarly, as in the model with y = 1, the responses
of the other variables have the directions (signs) observed in the data.

6.3.2 Solution Analysis
6.3.2.1 Impulse-Response Functions

Next, the response of the endogenous variables in ¢ to a shock to investment in the
same period is analyzed.

[A] First Effect First, the shock materializes in period ¢. Before this period, the
variables were at a steady state. For example, shock takes the value of its mean
(v,—1 = 0), whereas consumption takes the value of zero (¢; = 0). Recall that ¢;
is the deviation of the logarithm of the variable with respect to the logarithm of its
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steady state, ¢; = Inc, — Incgs. Therefore, ¢; = 0 implies that ¢; = cy; that is, the
variable is in its steady state.

Second, an increase in the shock to investment materializes in period 7, which
means that v, takes the value of its standard deviation (o3,) and, thus, it takes €;(1)
out of the steady state. This shock has three initial effects: the first is on the Euler
equation, the second is on the law of capital movement, and the third is on the supply
of capital services.

Euler’s Equation The investment shock influences the intertemporal substitution
of consumption. An increase in the shock to investment 1 €; encourages the rep-
resentative household to substitute its current consumption for future consumption,
which is reflected in | ¢; and 1 ¢;41:

¢ — = BE;| cip1 — Fipthipl + ————
<t 170 T+ e BE:| ci+1 T+o r+1hi e
(6.62)

Law of Motion of Capital An increase in the shock to investment 1 ¢; encourages
the production of new capital at “t+1” to increase:

(I =38k + (1+ 1 €)is (6.63)

Supply of Capital Services This equation is important in this model. Unlike the
standard RBC model, such as that of Campbell (1994), in which there is no
difference between the supply of capital and the supply of capital services (both
are perfectly inelastic), in the model of Greenwood et al. (1988), both supplies are
different. First, the capital supply k; is perfectly inelastic, as in Campbell (1994)
model, because it represents the economy’s stock of capital and is a determined
variable in 7. Second, the supply of capital services hk; has a positive slope (with
respect to the interest rate) because an increase in investment encourages households
to offer greater use of capital 1 %;. This is most clearly observed in the supply of
capital services:

ha)—l
ry d
1+ ¢
(L+1 e = thy™! (6.64)

—

Thus, a positive investment shock moves the supply of capital services to the
right side, that is, a supply expansion (see Fig. 6.5).

[B] Second Effect First, since consumption reduces at “t” and investment is now
more productive, the representative household increases investment 1 i,. This
increase has an additional positive effect on the supply of capital goods at “t+1.”
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Capital Services Market Capital Services Market
Effects on the low of capital movement Effects on the supply of copital services
r 1 re
ke e, ki Supply of k. Supply of

capital services
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Fig. 6.5 Effects of the investment shock in the capital services market

It should be noted that the reduction in consumption does not have an impact on
labor supply, as in the model of Campbell (1994). This is because the utility function
considered in Greenwood et al. (1988) eliminates the presence of consumption in
the labor supply. As mentioned before, the form of this utility function eliminates
the wealth effect on labor supply. The effect of this assumption is that it prevents the
real wage from falling.

Second, an increase in the use of capital affects labor demand because both
factors are complementary. Unlike the demand for capital services, in which a
movement of /; implies a movement on the same curve of the demand for capital
(not a shift), in the case of labor demand, a movement of k; shifts that demand.!
Therefore, a greater use of capital implies an expansion of labor demand, which, in
equilibrium, leads to an increase in hours worked 1 /; and real wages 1 w; (see Fig.
6.6).

Third, greater utilization of capital stock produces greater depreciation, which
negatively affects the accumulation of capital in the following period. Then, it is
observed that

re =t h =18 = hig
This can be seen in the law of movement of capital:

(1= 1 8k + (1 + €0)iy (6.65)

!t should be mentioned that these movements are different in the case of a shock of productivity
a;. In it, both demands (labor and capital) expand because a, does not affect the slope of said
curves.
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Capital Services Market Labor Market
Three effects Effects of an increase in h,
re Be, B, w P
Labor Supply
P (without
NG, income effect)
\B\ i
Labor Demand
H V (it depends on h,)
—
o | 1
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Fig. 6.6 Effects of the investment shock in the supply of capital and the labor market

Therefore, an increase in the shock to productivity has three effects on k;1:

te = 1 kit (6.66)
re = Yip =1 ki (6.67)
e >t h =18 — kg (6.68)

Fourth, the reduction in the interest rate by “t” (| r;), the increase in capital
services (1 /,k;), and the increase in labor income (1 w;/;) together produce a
positive income effect on the budget constraint of the representative household.
These higher incomes increase the consumption (1 ¢;).

Finally, in period ¢ + 1, the effects of the shock are maintained owing to its
persistence but with less magnitude. In this period, the interest rate r, falls but to
a lesser extent than in “t.” This reduction in the interest rate produces a substitution
effect on current consumption: the household, faced with a reduction in the interest
rate by “t+1,” reduces its consumption by “t” (| ¢;) and increments its consumption
by “t+1” ({ ¢;+1)- This is because the “gain (r;41)” from parting with a consumption
unit in “t” has decreased.

[C] Summary of Effects First, as previously mentioned, the shock to investment
has three effects on the stock of capital at “t+1 .” The first two increment it (1 €
and 1 i;) and the third decrement it (1 &;). On the net, the stock of capital at “t+1”
increases.

Second, because there is no income effect on labor supply, real wages and hours
worked are higher in equilibrium after the shock to investment. Third, in the capital
services market, only supply expands because of the shock to investment, leading
to higher utilization of capital. In this market, demand does not shift at “t”; it moves
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only along the curve. In equilibrium, the real interest rate decreases, and capital
utilization increases.

Fourth, investment shock has three effects on current consumption. The first
effect is obtained directly from Euler’s equation: the shock to investment reduces
current consumption (| ¢;). This effect can be understood as an “intratemporal
substitution effect.” The second is obtained through the “wealth effect”: income
from labor and capital services increases, making the household richer. This wealth
effect leads to an increase in current consumption (41 ¢;). Finally, in period “t+1,” the
interest rate remains below the steady state, which, through the substitution effect,
encourages an increase in consumption in “t” (1 ¢; ). This can be understood as the
“intertemporal substitution effect.”

[D] Impulse-Response Function Figure 6.7 shows the impulse-response function
of the model of Greenwood et al. (1988) for two scenarios. The main difference
between the two scenarios is the elasticity of intertemporal substitution of con-
sumption (EISC = 1/y). These two scenarios also consider different persistence
and magnitude of the shock. However, these differences are marginal. The main
conclusion of the comparison of these two scenarios is that the lower elasticity
of substitution moderates the reduction in consumption in the face of a shock to
investment (intratemporal substitution effect). This allows the income effect and
intertemporal substitution effect (for a reduction of r;1) to exceed the reduction in
consumption. In the net, consumption increases when EISC is lower.

iis Production 4 <10 Consumption Investment Capital
0151 ; ; J

0.01
2
1
0.005
k :
0 = 0.02 0
0 20 40 0 20 40 0 20 40 0 20 40
1 -3
0.01 0.03 Capital Utilization 0.01 Labor 6 .».10 Investment Shock
| N —EI"'-'D.-I?_.-Y-GGS
" | fm = =Bl 9= 0=051, 0 =0.0515
0.005 .\ pp-ws — 0.008
S 41
0 = = 0.006 ||
0.01 3f
0.005 0.004
+ Tasa da Intorés a 2]
-0.01 =~ 0.002 1l
0.015 -0.01 - 0 — == 3 '
0 20 40 0 20 40 0 20 40 0 20 40

Fig. 6.7 Greenwood et al. (1988)-shock to investment. Remark: This figure comes from the mod
file “modelo_ghh_logl.mod”
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Fig. 6.8 Variable utilization model (Greenwood et al., 1988) vs. fixed use model (Campbell,
1994). Note: The Greenwood et al. (1988) model considers y = 2, ¢ = 0.51, and o, = 0.515.
In addition, the Campbell (1994) model maintains the same calibration so that both models are
comparable. This graph corresponds to an investment shock. The figure is obtained from the file
“Campbell_vs_GHH.m”

On the other hand, when consumption increases in the current period, investment
increases but to a lesser extent. This moderate increase in investment has effects on
the stock of capital at “t+1,” which is smaller than that in the higher EISC case.
Finally, the other variables were not affected by the EISC.

[E] Comparison of Models Figure 6.8 shows the comparison between the model
of Campbell (1994), which considers the use of fixed capital, and the model of
Greenwood et al. (1988), which considers the use of variable capital. Both models
maintain the same calibration and are subject to an investment shock. The main
differences are as follows:

First, the production in the Campbell (1994) model is slightly larger than that in
Greenwood et al. (1988) model. This is because, in the first model, the increase in
labor is almost three times that in the second. However, this lack of labor response
in the second model is offset by an increase in capital use.

Second, consumption in the model of Campbell (1994) shrinks, in contrast to the
increase in this variable in the model of Greenwood et al. (1988). In both models,
the shock to investment has three effects on current consumption. The first is the
intratemporal substitution that allows an increase in consumption, similar in both
models. The second is the wealth effect, which also increases current consumption,
similar to both models. The third is the intertemporal substitution effect, which
differs for each model. In Campbell (1994), the increase in demand for capital,
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under a perfectly inelastic supply, increases the real interest rate, which remains
above the steady state in period “t+1.”

This increase in the interest rate at “t+1” induces the household to reduce its
consumption in “t.”” Therefore, the intertemporal substitution effect in Campbell
(1994) model reduces consumption. In contrast, in the model of Greenwood et al.
(1988), the curve that expands is not the demand for capital but the supply of
services of capital, which in equilibrium produces an interest rate level below
the steady state. This level, but to a lesser extent, is maintained in period “t+1,”
which induces the household to increase its consumption in “t.” Consequently, the
intertemporal substitution effect in the model of Greenwood et al. (1988) increases
the consumption.

Third, investment increases in both models, although to a lesser extent in the
model by Greenwood et al. (1988). This lower volatility responds to the fact that
resources are allocated to an increase in consumption, leaving fewer resources for
investment. This differs from Campbell (1994) model, in which consumption is
reduced by an increase in the interest rate, which makes investment more attractive.
This reduction in consumption encourages a shift of resources toward investment. A
direct effect of lower investment is lower capital accumulation, as seen in the capital
impulse-response function.

Fourth, similarities and differences are observed in the labor market between the
model of Campbell (1994) and the model of Greenwood et al. (1988). The main
similarity is that the number of hours worked increases in both models, although to
a lesser extent in the model by Greenwood et al. (1988) because the labor supply is
not subject to the wealth effect (c; is not present in said offer). The main difference
is that the real wage increases in the model of Greenwood et al. (1988) but is reduced
in the model of Campbell (1994). The reduction in real wages in Campbell (1994)
model is due to the fact that the labor supply expands due to the present wealth
effect (given that consumption contracts, the household then decides to work more).
This curve movement is absent in the model proposed by Greenwood et al. (1988).

6.3.2.2 Comparison of the Theoretical Model with the Data

To calculate empirical statistics, Greenwood et al. (1988) use annual data from 1948
to 1985. In addition, the extraction process of the cyclical component, both in the
data and in the model, is by means of a “linear quadratic trend.” This is an important
difference from the usual method of separating the trend from RBC models, which
use the Hodrick-Prescott filter.

Table 6.11 shows each model variable’s empirical and theoretical moments.
Given that in previous sections, the policy function and the impulse-response
function of two models (y = 1 vs. y = 2) have been considered, this section
shows the moments obtained from each of these models. It is worth mentioning that
the theoretical moments derived from the model are obtained from a simulation and
without applying any filter. Therefore, the standard deviations are not comparable
to the data, but the correlation and autocorrelation are.
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Table 6.11 Comparison of the cyclical behavior of the theoretical model with the empirical data

Data Model
Model 1 (y = 1) Model 2 (y =2)
Variable (x) | (" |2 (@) [(D* @" (G @' [ @ 3 @
Consumption | 2.20 |0.74 |0.72 | 1.27 | 0.51 097 | 1.00 | 1.21 | 0.80 | 0.95 1.00
Investment 10.50 | 0.68 | 0.25 |8.27 | 0.86 |0.44 | —0.01 |6.46 | 0.90 0.50 | 0.46
Commodity 3.50 | 1.00 | 0.66 | 1.96 | 1.00 |0.66 = 0.51 |1.96 | 1.00 0.66 | 0.80

Stock 338 | 0.71 /098 097|320 0.65/0.99 | 097
Labor 2.10 [|0.81 1039 |1.22 | 1.00 0.66 | 0.51 |1.23 1.00 | 0.66 | 0.80
Usage rate 336 | 0.55/048 —044 342 0.61 [0.53 | 0.01
Real salary 1.80 | —1.00 | 0.66 | —0.51 | 1.80 | —1.00 | 0.66 | —0.80
interest rate

Real salary 2.20 10.82 10.77 | 0.73 1.00 | 0.66 | 0.51 0.74 1.00 | 0.66 | 0.80
Depreciation 477 | 055048 | —0.44 486 | 0.61 0.53 | 0.01

Remark: Empirical values were taken from Greenwood et al. (1988), who considered the
variables in logarithms and extracted the trend through a linear-quadratic time trend. The
theoretical values were obtained from a single simulation, and no filter was applied to obtain the
cyclical component of the variables. These values are obtained from the “model_ghh_logl.mod”
file

4 (1) = Standard deviation (%)

b (2) = Correlation with the product

¢ (3) = First order autocorrelation

d (4) = Correlation with consumption

The main conclusion that emerges from Table 6.11 is that the model with y = 2
(lower EISC) allows us to obtain two stylized facts that the standard RBC model
could not: the first is that the correlation of consumption with investment is positive,
and the second is that consumption is procyclical. The second conclusion is that, in
general, the moments inferred by the model were close to those observed in the
data. Finally, all these values are obtained considering the persistence of the shock
to investment (¢ = 0.51) compared with the standard RBC models (¢ = 0.9).

6.4 Summary

This chapter presents an RBC model that incorporates two main features: (i) a shock
to the marginal efficiency of investment and (i7) the possibility that capital is used
in a variable way; that is, there is idle capital in the economy.
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The motivation to study such a model serves several purposes. First, we show
how RBC models can consider shocks that do not have their origin in technological
disturbances. Second, including a shock to investment can reduce the necessary
magnitude of the shocks to technology to explain the stylized facts present in
the aggregate fluctuations. Finally, it is possible to argue that adding a shock
to the marginal efficiency of capital rescues an important part of the spirit of
Keynes’s General Theory and the role played by investment shocks in explaining
macroeconomic fluctuations.

We start by studying a standard RBC model in which we include a shock to
investment but assume that capital is fully utilized over the business cycle. After
solving the model, we show that the empirical implication of the model is that
consumption is countercyclical, whereas it is procyclical in the data. This result
is invariant to increasing labor or consumption substitution elasticities in the base
model. The rest of the theoretical moments behave in a similar way to the model
with the variable labor reviewed in previous chapters.

We then incorporate a new transmission mechanism into the standard RBC
model: we allow firms to use a variable fraction of their capital; that is, they have
idle capital. Including such a mechanism seems natural, given that capital is never
fully utilized during the business cycle.

By incorporating this mechanism into the model, we achieve the following: (i)
the countercyclical behavior in consumption disappears, with which we are able to
qualitatively replicate all the patterns of comovements in the data that the model
with variable work had, and (ii) we managed to reduce the magnitude of the shock
to the technology needed to replicate the stylized facts of interest, which has been
commonly pointed out as a deficiency in RBC models.

As we wrap up our review of RBC models in the chapters of this book, we
should note that substantive progress has been made in bringing the stylized facts
of economic fluctuations closer to those predicted by RBC models. However, two
stylized facts that we have continually failed to approximate are the countercyclical
behavior of the interest rate and the acyclical behavior of wages relative to output.
Additionally, the models studied have all been “real,” in the sense that the effects
of nominal variables such as inflation, money, and the nominal interest rate have
not been studied. In the next volume, we review these issues in the framework of
neo-Keynesian models.

6.5 Codes

Table 6.12 lists the MATLAB and Dynare codes used in this chapter.
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Table 6.12 Codes in Matlab and Dynare

Codes
Matlab
grafica_depreciacion.m

Campbell_vs_GHH.m

Dynare
modelo_ghh_logl.mod

modelo_ghh_log2.mod

Campbell_Lvariable_nolineal_log5_inv.mod

Description

This m-file plots depreciation as a function of
capital utilization and three values of @

Plot the impulse-response function of the
model of Campbell (1994) vs. Greenwood et al.
(1988). Both models have the same calibration
proposed by Greenwood et al. (1988)

It replicates the model of Greenwood et al.
(1988). Furthermore, it simulates the model for
two scenarios: E1 (y =1, ¢ = 0.47,

o, =0.05)and E2 (y =2, ¢ = 0.51,

o, = 0.0515)

It is the same model as
“model_ghh_logl.mod,” but with some
parameters to reproduce an RBC model with
fixed usage

It is the same
“Campbell_Lvariable_nonlinear_log5.mod”
mod from Chap. 5, with the only difference
being that it has shock on investment when
compared to Greenwood et al. (1988) model
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Small Open Economy RBC oo

7.1 Introduction

This chapter delves into the small open economy RBC model, which is a natural
extension of the baseline RBC model that incorporates international trade and cross-
border financial flows. The growing pace of globalization and economic integration
has increased the importance of studying this setup, as it provides insights into
the behavior of macroeconomic aggregates in response to external shocks and the
propagation of international disturbances.

The small open economy RBC model is based on the pioneering work of
Mendoza (1991). One of the model’s main features is its access to international
financial markets, allowing domestic agents to separate their savings and investment
decisions. This modification enables the model to capture the implications of inter-
national capital flows on the economy’s aggregate demand, capital accumulation,
and welfare. We also consider alternative specifications presented in the literature,
aiming to establish a unique steady state. These alternatives are mostly summarized
in Schmitt-Grohe and Uribe (2003). Another key feature of the small open economy
RBC model is the assumption that the economy is “small” in the sense that the size
of the economy is approximated to zero. This assumption implies that domestic
shocks do not affect the rest of the world, and therefore, domestic agents take
international prices as given.

Furthermore, we explore the model’s predictions regarding the dynamics of
the economy at business cycle frequencies and compare them with the data. We
investigate some of the most frequently used mechanisms to improve the model’s fit
and offer intuitive explanations for them. In summary, this chapter aims to provide
a comprehensive understanding of the small open economy RBC model and its
relevance in the domain of international macroeconomic dynamics. Through this
analysis, our goal is to enhance our comprehension of the factors influencing the
fluctuations of macroeconomic aggregates and the channels through which they
operate.
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7.2 Empirics

In this section, we extend the characterization of business cycles discussed in
Chap. 1 to a broader set of countries. Our analysis focuses on the cyclical behavior
of key variables in international commerce and finance, including output (Y), total
private consumption (C), investment (/), public consumption (G), exports (X),
imports (M), the trade balance (TB = X — M), and the current account (CA),
all measured in per capita terms.

One of the main sources of stylized facts about business cycles is the work
of Uribe and Schmitt-Grohé (2017). Using the World Bank’s World Development
Indicators (WDI) database, these authors characterized business cycles around the
world over the 1960-2010 period. Their analysis focused on three key criteria:
variability, direction, and persistence of the aggregated variables mentioned above.
To filter the cyclical component of each series, the authors considered quadratic
detrending, HP filtering, and first differences.

Their findings are summarized in Table 7.1, which presents ten stylized facts
characterizing business cycles around the world. We build on this work and update
the analysis by examining real business cycles around the world over the period
1990-2020, following the methodology proposed by Uribe and Schmitt-Grohé
(2017) to calculate the statistics and document the treatment of the data in detail.

As in previous chapters, we focus on certain moments in the data, including
the standard deviation related to variability, the cross-correlation with cyclical
component of the GDP per capita related to co-movement with the business cycle,
and the first-order correlation that provides information on persistence. We also
characterize business cycles of countries exhibiting different levels of wealth. We
classify countries into these groups using their PPP-converted GDP per capita in US
dollars of 2005, and we also categorize them by size using their total population.

To begin, we define the variables used in the analysis and describe in detail the
treatment of the variables for analysis through econometric tools. We then present
the results using three different filters for the data: (1) Hodrick-Prescott, (2) log-
quadratic detrending, and (3) first differences. Finally, we arrive to ten stylized
facts characterizing business cycles around the world using updated data, which
are similar to those documented by Uribe and Schmitt-Grohé (2017).

7.2.1 Construction of the Macroeconomic Series

In order to characterize the business cycles of various countries, it is necessary
to obtain macroeconomic time series data. The selected variables are listed in
Table 7.2.

The data used in this chapter is from World Bank’s World Development
Indicators (WDI) database. After obtaining the dataset, we remove the countries
that do not report continuous data for every aggregate variable across the period of
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Table 7.2 Variables included Variable | Description
in the study -
Y; GDP per capita
C, Consumption per capita
I Investment per capita
G, Government spending per capita
X, Exports per capita
M; Imports per capita
T B, Trade balance per capita
CA,; Current account per capita

analysis (1990-2020). The Python code for this algorithm is available in the codes
document of this book.

For the variables Y;, C;, I;, G;, X;, and M,, we transform the data to natural
logarithms. Since logarithms can only transform positive values, this procedure is
applied only to the positive-valued variables. For the ratios of interest, i.e., the ratio
of government spending to GDP, the ratio of trade balance to GDP, and the ratio of
current account to GDP, we do not transform the data to logarithms as deviations
already reflect percentage variations.

In macroeconomics, logarithmic transformations of variables are employed to
facilitate their interpretation. Specifically, deviations of data in logarithms can be
approximated as percentage changes, thereby providing an intuitive and meaningful
way to study real-time series. The rationale for interpreting deviations in variables
in logarithmic form as percentage changes is explained in the following chart:

Approximation of the subtraction of logarithms
Let X be the percentage change between A and B, where B is different from
ZEro:
(A—B)/B = A%x
A/B — 1= A%x
A/B =1+ A%x (7.1

Now, we take logarithms for both sides of Eq. (7.1) and get

In(A/B) = In(1 + A%x)
In(A) — In(B) = In(1 + A%x) (7.2)
The left side of Eq. (7.2) can be approximated using the Taylor approximation,

which consists of approximating the function f(x) around a fixed point a, as
follows:

(continued)
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Let f(A%x) = In(1 + A%x) and a = 0 the fixed point. Using the Taylor
approximation

(A%x)? N (A%x)3

In(l1 4+ A%x) ~ In(1) + A%x — > 3

For small values of A%ax, the terms at the right-hand side of A%ux are very
close to zero; therefore, the Taylor expansion stays as a first-order Taylor
approximation:

In(14 A%x) ~ A%x (7.3)

Finally, using the result on Eq.(7.3), we observe that the subtraction of the
logarithm of two values is approximately the percentage variation:

In(A) —In(B) ~ A%x

The analysis of business cycles extends beyond aggregate variables to include
ratios, such as the trade balance to GDP ratio (¢b/y). However, treating ratios as
aggregate variables can be misleading, and it is crucial to understand the nature
of the variables involved. To interpret deviations of an aggregated variable as a
percentage variation, it is necessary to transform the data into logarithms. Yet, if the
variable is defined as a ratio, the deviation already reflects a percentage variation.
Therefore, there is no need to transform the data to logarithms for the ratios of
interest, which include the government spending to GDP ratio, the trade balance to
GDP ratio, and the current account to GDP ratio:

» Ratio of government spending to GDP
¢ Ratio of trade balance to GDP
e Ratio of current account to GDP

Finally, there are still aggregate variables, like the trade balance (T B;) and
the current account (C A;), which fluctuate between positive and negative values
throughout the analysis period. In such cases, it is not possible to interpret
percentage variation using logarithmic transformation. To address this issue, Uribe
and Schmitt-Grohé (2017) propose an alternative approach for aggregate variables
with negative values, which involves scaling the variables by the trend component
of the GDP series.
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Consider a time series denoted by y,;. To analyze fluctuations in the business
cycle, we decompose y; into a trend component, y;, and a cyclical component, y;,
as follows:

Y=y +y; (7.4)

The trend component y* can be estimated using a filter, such as a linear-quadratic
filter or a Hodrick-Prescott filter, while the cyclical component y¢ represents
the deviations from the trend. The way of calculating both trend and cyclical
components of a series is explained in the next section. In our case, we scale the
variable in the following manner:

Y
Y= e)’ts

(7.5)

By doing so, deviations from the trend are measured as a percentage of the trend
of GDP. Note that y* is obtained by detrending a logarithmic series, and therefore,
it represents the trend component of the series of GDP per capita in logarithms.
The exponential function is used to recover the series in levels. Dividing the trade
balance T B; by ¢ yields the ratio that measures the percentage deviations of the
trade balance from the trend GDP in levels. This approach is applied to the trade
balance and the current account.

Once all the variables are appropriately converted or scaled, they are filtered to
extract the cyclical component. The final database comprises the following variables
for each country in the sample during the period 1990-2020, with the notation
presented below.

7.2.2 Detrending Techniques for Extraction of the Cyclical
Component

To extract the cyclical component from macroeconomic time series, it is necessary
to first obtain the trend component. The method used to detrend the series can have a
significant impact on the estimated cyclical component. In this section, we describe
three different methods for detrending: log-quadratic detrending, Hodrick-Prescott
(HP) filtering, and first differences.
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Variable | Description Unit
¥t GDP per capita Logs
¢t Consumption per capita Logs
i Investment per capita Logs
8 Government spending per capita Logs
Xt Exports per capita Logs
my Imports per capita Logs
g/ly Ratio of government spending to GDP | Levels
th/y Ratio of trade balance to GDP Levels
caly: Ratio of current account to GDP Levels
th; Trade balance Scaled
ca; Current account Scaled

7.2.2.1 Log-Quadratic Detrending

We begin with log-quadratic detrending, which is used by Uribe and Schmitt-Grohé
(2017). To illustrate this method, we use Canadian data and run the following
regression for y; = In(GD P;) on a trend  and the square of the trend 7°:

i =+ Bit+ fot’ + &

where ¢; is the perturbation term and «, 1, and B, are the parameters to estimate.
The independent variable ¢ represents the year, which is in the interval [1961—
2021]. It is important to note that the units of the independent variable can affect
the estimation results. Using years for ¢ instead of a sequential index can prevent a
strong correlation between the regressors 7 and 2.
After running the regression, we obtain the estimated parameters @, 3\1, and ,3;
The trend component of the series y; is given by the fitted values:

3 =a+ Bt + por? (7.6)
The cyclical component is given by the estimated errors:
Sj\lc — y[ _ 5]\[&’

The trend component of the series y; is the vector y;°, and the cyclical component
is 3. Intuitively, business cycles are deviations from the trend component of the
series. Figure 7.1 shows the detrended series of y;.

We follow the same procedure for variables ¢; and i;. Figure 7.2 shows the
cyclical components of each variable. The method applied to the Canadian data
captures some of the key moments of the Canadian economy over the last decades.
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= = = Ln(GDP) trend — Ln(GDP)

1970 1980 1980 2000 2010 2020

9.8

Fig. 7.1 Canada GDP per capita (in logs) and trend component (1961-2021). The trend compo-
nent has been obtained by log-quadratic detrending the variable

2k T T T T T |

1970 1980 1990 2000 2010 2020

T

3 L L L L L L
1970 1980 1990 2000 2010 2020

Fig. 7.2 Canada GDP per capita (in logs), consumption and investment (1961-2021)
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[Obs1] Despite the global inflation problems, Canada grew considerably during the
1970s, benefiting from the increased oil prices, particularly in the Alberta region.

[Obs2] In the early 1980s, the Canadian economy, as well as other G7 countries,
experience a marked slowdown, which is attributed to a weak fiscal position and the
increase in global interest rates to combat inflation.

[Obs3] In the early 1990s, Canada experienced a recession, lasting until 1992. The
downturn in global demand for Canadian exports and a decline in commodity prices
deeply affected the economy.

[Obs4] Finally, the COVID-19 pandemic is captured at the end of the sample,
reflecting the downturn experienced due to the severe lockdown and sanitary
measures implemented.

In the same way, Fig. 7.3 compares the cyclical components of the ratio trade
balance to GDP and the ratio current account to output.

Thus far, we have shown how to apply log-quadratic detrending. The next task
is to proceed with the remaining countries in the sample. There are in total 76
countries, each country with 11 variables properly transformed and scaled. The
quadratic detrending has to be applied to each variable for every country on the

T T
- = = Ln(GDP) — tbly

1970 1980 1990 2000 2010 2020

_'3 | 1 1 1 1
1970 1980 1990 2000 2010 2020

Fig. 7.3 Canada GDP per capita (in logs), trade balance to GDP ratio, and current account to
output ratio (1961-2021)
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Table 7.3 Log-quadratic detrending (1990-2020)

Statistic | All countries | Poor Emerging | Rich Small | Medium | Large
Standard deviations

oy 4.26 3.96 4.81 3.23 4.65 3.92 3.74
oc/oy 1.36 1.59 1.34 1.26 1.42 1.32 1.22
og/0y 2.46 4.08 2.5 1.53 2.36 2.55 2.59
oi/oy 4 6.05 3.77 3.44 4.11 4.27 32
ox/oy 3.74 597 3.6 2.88 3.13 4.23 4.66
om /0y 3.6 5.69 3.46 2.8 2.98 4.08 4.51
Oty 3.45 4.02 3.82 2.35 4.25 2.92 2.09
Ocaly 3.31 3.81 3.45 2.74 3.97 2.87 2.14

Correlations with y
y 1 1 1 1 1 1 1

c 0.62 0.42 0.63 0.69 0.59 0.63 0.69
g/y -0.27 -0.24 |-0.17 -0.5 -0.32 |-0.23 —0.21
i 0.65 0.42 0.65 0.76 0.58 0.75 0.66
X 0.36 0.44 0.35 0.35 0.43 0.32 0.22
m 0.51 0.39 0.52 0.55 0.49 0.57 0.46
th/y —-0.24 —-0.09 |-0.29 -0.22 |-0.13 |—0.35 —0.36
tb —0.26 -0.21 |-0.32 -0.17 |-0.16 |—0.38 —0.36
caly -0.27 -0.13 |-0.33 -0.2 -0.2 —0.36 —0.31
ca -0.29 -0.2 —0.36 -0.19 |-0.22 |—-0.39 —0.31
Serial correlations

y 0.55 0.54 0.55 0.55 0.56 0.54 0.54
c 0.51 0.47 0.52 0.5 0.52 0.49 0.51
g 0.61 0.48 0.62 0.66 0.59 0.61 0.68
i 0.51 0.44 0.52 0.53 0.48 0.54 0.54
x 0.5 0.52 0.51 0.46 0.46 0.51 0.58
m 0.45 0.51 0.45 0.42 0.43 0.47 0.49
th]y 0.48 0.41 0.49 0.5 0.46 0.51 0.5
caly 0.45 0.35 0.46 0.48 0.39 0.51 0.53

sample. Due to the complexity of database management, the code was written in R,
a powerful programming language to deal with large databases.

Our results are presented in Table 7.3. We confirm several of the stylized facts
reported by Uribe and Schmitt-Grohé (2017) with subtle variations on the ranking of
volatility across variables. The procyclicality of the aggregate demand components
and the countercyclicality of the trade balance and current account prevail. Also,
emerging and poor countries exhibit higher business cycle volatility and less
consumption smoothing than rich countries. Finally, we confirm the relationship
between the countercyclicality of government expenditure and income.
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Table 7.4 HP filtering (1990-2020)

Statistics | All countries | Poor Emerging | Rich Small | Medium | Large
Standard deviations

oy 3 2.73 33 2.5 3.29 2.74 2.59
oc/oy 1.47 1.83 1.48 1.26 1.52 1.45 1.36
og/0y 2.58 4.67 2.64 1.34 24 2.79 2.7
oi/oy 4.33 6.56 4.14 3.57 4.61 4.44 3.29
ox/oy 3.94 6.58 3.76 2.95 3.32 4.48 4.79
om /0y 3.88 6.01 3.79 2.95 3.28 4.37 4.73
Oy 2.79 32 3.11 1.89 3.46 2.29 1.75
Ocaly 2.7 3.18 2.81 222 33 2.3 1.69

Correlations with y
y 1 1 1 1 1 1 1

c 0.62 0.37 0.64 0.7 0.59 0.61 0.72
g/y —-0.33 —-0.14 |—0.24 -0.62 |-0.39 |-0.27 —-0.25
i 0.62 0.37 0.62 0.74 0.55 0.67 0.71
x 0.36 0.36 0.29 0.51 0.46 0.29 0.2
m 0.49 0.32 0.47 0.64 0.49 0.51 0.48
th]y —0.21 -0.02 |—0.28 -0.17 |—0.1 -0.27 —0.41
th -0.23 —0.1 —0.31 -0.13 |—-0.12 |-0.29 —-0.42
caly -0.23 -0.06 |—0.33 -0.13 |—-0.16 |-0.27 —-0.4
ca -0.25 -0.11 |—0.35 -0.12  |—-0.18 |-0.29 -0.4
Serial correlations

y 0.39 0.34 0.4 0.38 0.39 0.34 0.46
c 0.33 0.3 0.34 0.32 0.34 0.29 0.37
g 0.45 0.32 0.46 0.51 0.42 0.46 0.52
i 0.34 0.21 0.35 0.4 0.32 0.36 0.38
X 0.3 0.33 0.3 0.28 0.27 0.31 0.38
m 0.28 0.31 0.27 0.28 0.25 0.29 0.35
th]y 0.33 0.24 0.34 0.35 0.3 0.35 0.35
caly 0.29 0.17 0.3 0.32 0.23 0.34 0.34

Now, we consider the HP filter detrending method. The results are shown in
Table 7.4. All stylized facts prevail. The main difference between the business-
cycle facts derived from quadratic detrending and HP filtering is that under the
latter detrending method all standard deviations fall by about a third. For example,
the average standard deviation of output falls from 6.2 percent under quadratic
detrending to 3.8 percent under HP filtering. In all other respects, the log-quadratic
and HP filters produce very similar business-cycle facts.

Finally, we present the results of detrending extracting the first differences from
the series. Table 7.5 show the results, which confirm the findings under the previous
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Table 7.5 First differences (1990-2020)

Statistics All countries | Poor Emerging | Rich Small | Medium |Large
Standard deviations

oAy 3.37 3.39 3.6 2.86 3.69 3.17 2.77
OAc/OAy 1.51 1.76 1.55 1.3 1.56 1.48 1.42
OAg/oAy 1.51 1.76 1.55 1.3 1.56 1.48 1.42
0Ai /oAy 4.44 6.67 4.37 3.4 4.88 4.25 3.48
0Ax/0Ay 4.1 5.99 4.08 3.15 3.63 4.38 4.96
OAm/0 Ay 4.11 5.34 4.27 3.12 3.64 4.38 4.97
Oty 3.45 4.02 3.82 2.35 4.25 2.92 2.09
Ocaly 3.31 3.81 3.45 2.74 3.97 2.87 2.14

Correlations with y
Ay 1 1 1 1 1 1 1

Ac 0.61 0.39 0.62 0.69 0.57 0.64 0.67
g/y —0.27 —-0.24 |-0.17 -0.5 -032 |-0.23 —0.21
Ai 0.59 0.39 0.59 0.68 0.52 0.64 0.67
Ax 0.41 0.32 0.34 0.62 0.54 0.35 0.18
Am 0.5 0.33 0.47 0.67 0.52 0.51 0.44
th]y —0.24 —-0.09 |—0.29 -0.22 |-0.13 |-0.35 —0.36
caly —0.27 —-0.13 |-0.33 -0.2 -0.2 —0.36 —-0.31
Serial correlations

Ay 0.21 0.14 0.23 0.2 0.2 0.18 0.28
Ac 0.05 —0.08 0.04 0.13 0.06 0.02 0.06
Ag 0.11 —0.1 0.09 0.24 0.07 0.11 0.2
Ai 0.01 —0.17 0.01 0.1 —0.04 0.04 0.07
Ax 0.01 —0.01 0 0.04 |—0.02 0.04 0.04
Am —0.03 —-0.05 |—0.04 0.02 |—0.06 0 0.02
th/y 0.48 0.41 0.49 0.5 0.46 0.51 0.5
caly 0.45 0.35 0.46 0.48 0.39 0.51 0.53

two methods. Following Uribe and Schmitt-Grohé (2017), we also calculate the
cyclical stylized facts classifying the countries by income and size. After confirming
these stylized facts, we study our baseline model and contrast its results with our
findings in the data.

7.3 Model Elements

The open economy presents two fundamental differences from the closed economy
case. Firstly, agents can borrow and lend resources from abroad. Consequently, a
country is not constrained by its own output level and can utilize foreign resources
to finance its growth during a period of high investment opportunities or elevated
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international demand. Furthermore, domestic agents can benefit from investment
opportunities abroad, which can improve the return or risk profile of their portfolios.
These aggregate flows are reflected in the balance of payments.

Secondly, even if a country exhibits balanced trade and does not consume or
invest more than it produces, it can still gain by specializing in the production
of a particular good and trading it for others in the international markets. This
chapter and the following one will introduce these features into our model from
the perspective of a small open economy.

A small open economy is one in which domestic agents’ actions do not affect
international prices. For example, if domestic agents increase their savings, the
international interest rate will remain unaffected. Although only a few economies
should be considered as large economies where domestic dynamics affect world
prices, this assumption should be kept in mind when studying long-run dynamics
since small economies can become large in the long horizon.

This chapter focuses on the dynamics of an economy where only one good exists,
leaving the case of differentiated goods for the next chapter. Here, we examine the
dynamics of an economy when domestic agents can use foreign resources to borrow
and lend. Although this book focuses on DSGE models, it is useful to begin with
the two-period case to gain insights into the dynamics at infinite horizons.

7.3.1 Two-Period Small Open Economy Model

Assuming an economy consisting of households that aim to maximize their lifetime
utility, we have the following utility function:

Uy = u(cy) + Bu(cr), 0<B<1 7.7

Here, ¢, represents the real consumption in period 7, and § denotes the time
preference parameter that measures the impatience of agents. The utility function
satisfies the standard assumptions: u’(-) > 0 and u”(-) < 0. Moreover, we assume
that

lirr}) u' () = oo. (7.8)

To simplify the analysis, we assume an endowment economy where households
receive y; and y; units of the consumption good in periods 1 and 2, respectively.
This information is known to agents in the first period, and we assume that they
have perfect foresight and do not face any uncertainty. This simplification enables
us to focus on the forces that determine the equilibrium in a clearer manner.

Since households receive fixed endowments y; and y,, the agent is constrained to
consume exactly the amount of those endowments each period. This implies that the
level of consumption equals the level of endowment: ¢; = y;, V;=1 2. However, the
agent can allocate his or her resources intertemporally by bringing resources from
the future to the present or carrying resources from the present to the future.
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If the agent brings resources from the future to the present, it implies that the
endowment at period “t=1" is not sufficient to optimize the level of consumption at
the current period c;. Conversely, if the agent carries resources from the present to
the future, it means that the endowment at period “t=2" is not sufficient to optimize
the level of consumption at the following period c3.

Agents can make this intertemporal decision by changing their stock of financial
assets (a,), which pay an interest rate denoted by r. Therefore, the period budget
constraints of the representative household are given by

ap—ap=y1—c1+rap

ay—ay =y, —cy+raj.

The idea of introducing financial assets in the budget constraint is devolved in
detail later on this chapter. Since we consider the two-period deterministic case, we
set ap = 0, which implies that households have no liabilities or assets at the end of
the two periods. Moreover, we assume households start with zero assets (ap = 0).
Therefore, they can only use the resources they receive from their endowments in
periods 1 and 2.

By replacing these assumptions in the period budget constraints, we can obtain
the intertemporal budget constraint:

2 hp)
- + 7.9
it — =y (7.9)

P +r

By allowing the agent to bring resources to the present or carry resources from the

present to the future, the agent can achieve higher utility. To show this, Fig. 7.4 plots

the intertemporal budget constraint given in Eq.(7.9) on the indifference curves
map.

The left graph of Fig. 7.4 illustrates the case where the use of financial assets

allows the agent to achieve the optimal path of consumption {c]} when y; < ci.

oV

Fig. 7.4 Map of indifference curves
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Similarly, the right graph of Fig. 7.4 shows that the agent can attain the optimal level
of consumption at period “t=2" due to the use of financial assets when y» < c3.
The only scenario in which the use of financial assets does not increase utility is
when the endowments are exactly equal to the optimal level of consumption in both
periods.

Maximizing the lifetime utility in Eq. (7.7) subject to the intertemporal budget
constraint in Eq. (7.9) by choosing the consumption path of ¢ yields

u'(c1) = B+ r)u'(c2). (7.10)

The equilibrium condition in Eq. (7.10) indicates that the consumption pattern
depends on the relationship between the subjective discount factor B8 and the
international interest rate r. When domestic agents are relatively more impatient
(B < 1/(1 +r)), they consume more in period 1 than in period 2. In contrast, when
domestic agents are relatively patient (8 > 1/(1+r)), they consume more in period
2 than in period 1. Thus, we obtain our first result: assuming equal endowments
in periods 1 and 2, an economy with relatively impatient households will consume
more in period 1 by running a current account deficit. In contrast, an economy with
relatively patient households will consume more in period 2 by saving through a
current account surplus in period 1.

In the event that § = 1/(1 +r), we arrive at the special case where c; = ¢y = c.
Substituting this condition into the intertemporal budget constraint, we obtain

2+4r
With this solution for consumption, we can determine the other variables in the
model. By aggregating across agents, such that C; = fol c;(D)di, Y = fol v:(i), and
B, = fol a;(i), we can calculate the amount the economy borrows from or lends
to the foreign economy. Specifically, we obtain the following expressions for the
current account balances:

1+ +1
24r

1+ +1 1+ +1
- 4rly-———
24r 24+r

CAi=B —By=Y1-C1 =Y —

CAy =B, — B =Y, —

Further substitutions lead to

Y1 -1
CA| = (7.12)
24r
Yo—-Y; Y1 — 1 Y1 -1
CAy=(1 = — . 7.13
2=1+n 24r tr 24r <2+r) ( )
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We can draw two conclusions from this result in the special case of the two-period
endowment model. First, the current account responds to the pattern of endowment
income and consumption smoothing, which depends on the relative impatience
of domestic agents compared to the foreign interest rate. Specifically, when the
endowment in the first period is higher than the endowment in the second period,
agents save part of their income for the future to smooth consumption over their
lifetime. Conversely, if income is higher in the second period, agents draw resources
from period 2 to period 1, leading to a current account deficit in period 1.

Next, we examine the response of the economy to transitory and permanent
changes in income. By increasing the endowment in period 2 by A, we obtain the
following expressions for the change in the current account balances:

ACA| =
! 24r
A
ACAy = — .
24r

Thus, a positive transitory income shock in the first period leads to an increase
in consumption in both periods as agents smooth consumption over their lifetime.
However, a permanent shock has no effect on the current account, as there is no
need to shift resources intertemporally. In this case, Y1 and Y5 increase in the same
magnitude of the shock; therefore, Y1 —Y> = A does not change after the permanent
income shock.

In summary, the two-period endowment model highlights that the current account
is sensitive to the profile of endowment income and the consumption-smoothing
behavior of agents. Transitory income shocks lead to a shift in consumption in both
periods, while permanent shocks have no effect on the current account.

The two-period endowment model can be extended to an infinite horizon
while maintaining the perfect foresight assumption. The representative household’s
lifetime discounted utility is given by

Uo=)Y Bulc) 0<p<l,

t=0

where ¢, represents the real consumption in period ¢. The time preference parameter
is denoted by B and utility is characterized by the properties u'(-) > 0, u”’(-) > 0,
and lim._.o u/(-) = o00.

In each period, agents receive an endowment y; and can save in an asset that
yields a return of 1 + r; units of the consumption good in period t + 1 (r; > 0). The
representative household’s maximization problem is given by

max Z Blu(cy)

by,
{bry1,ce} —o

st. ¢ +aq41 =y +a(l+r), given by, {yt}?i(y
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The solution to the representative household’s problem yields u/(c;) = B +
rou’(ci11). When 8 = ﬁ, the representative household consumes a constant

amount in every period, ¢; = c.

The steady state for net foreign assets, a, can be obtained assuming convergence
in the endowment process and a zero current account in the steady state. By
substituting the solution for ¢; in the budget constraint and iterating forward

ar(1+r)=c—y +a

- c Ye+1
=c+ — V= +a
14r I 147 2
- c c Y+l Y42

=c+ t + ar3

[ (s A S (s

Iterating forward, we obtain the following expression for ag(1 + r;):

) 00 1 %) y
a(l+r)=¢c)y TEWSE -y a +tr)t

t=0 t=0

4r & Yt
ap(l +r)=c - Z -
r pr 1+r)

ao(1 4 rp) = 6— —53 2
TUTI-p &ty

Now, let W be the household’s total wealth, represented by the net present value of
the stream of all the endowments plus the payment received by the initial position

ap. Recalling that g = I—Jlrr, we arrive to

1 . 00
ap(1+7r,) = 1_ﬁc—2ﬂ’yt
t=0

1 00
¢ =ap(l +rt)+2ﬂ[yt
1_'3 t=0

c=({1-pHW
The steady-state value for b is given by

all+ry=c—jy+b
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where  is the value to which the endowment process converges. Solving for 5 and
taking the solution for ¢ yields

R e (). QPR

r r r

a=

Hence, the initial net foreign assets of the economy will determine the steady
state. In summary, we find that the steady state of the model is dependent on the
initial conditions.

7.3.2 Introducing Stochasticity into the Infinite Horizon Model

In this section, we incorporate stochasticity into the infinite horizon model. In this
special case, the two primary equations of the model are as follows:

u'(cr) = u'(crq1) (7.14)
ar(l+r) =arp1+c — (7.15)

We log-linearize around the non-stochastic steady state and obtain
¢t = Cry1 (7.16)
and
Cé +Warg = (1 +r)Wa, + Wiy (7.17)

where C and W are the steady state of consumption and wealth, respectively.

Solving for a,;+1 and ¢;, we obtain that both follow unit root processes. This
result is intuitive, given the consumption smoothing motive and the models reviewed
in this chapter. The consumption smoothing motive suggests that agents react to
transitory shocks by permanently changing their consumption. In the two-period
model, consumption increased or decreased in both periods. In the infinite horizon
non-stochastic model, long-run equilibrium values were a function of initial wealth.
In the stochastic case, households react to shocks by saving or borrowing, affecting
their initial wealth and, consequently, their long-run equilibrium.

The stochasticity in the model presents a problem, as the steady state becomes
dependent on initial conditions after every shock, rendering several theoretical
moments indeterminate.! To address this issue, the literature has proposed various
simple mechanisms to induce stationarity of the equilibrium dynamics, including

! This limits our capacity to contrast the model predictions with the data. Moreover, it creates
problems regarding how to present impulse-response functions.
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introducing a variable time-preference term. Schmitt-Grohe and Uribe (2003)
present a comprehensive review of these methods.?

7.4 Building the Model

This section presents the main components of the model. As in previous chapters,
productivity shocks serve as the primary driver of the economy, while the intertem-
poral elasticity of substitution of leisure and the dynamics of capital accumulation
serve as the primary transmission mechanisms. When modeling an open economy,
it is important to consider not only the allocation of factors but also their ownership.
Although both the international financial market and the goods market will be open
to foreign trade, domestic agents will retain ownership of labor and physical capital.
These assumptions reflect the segmentation of these markets. Abstraction from
international migration flows appears to be a natural choice for labor in an open
economy model.? For physical capital, market segmentation will be critical.

Since the model considers only one type of good, Mendoza (1991) relates the
productivity shock to a shock in terms of trade.* The productivity shock reflects that
domestic households can produce more goods with the same amount of capital and
labor for a period. This triggers an increase in capital through more investment, as in
the closed economy case. Unlike the closed economy case, however, agents can use
international financial markets to borrow resources from abroad to finance higher
investment, which should break the link between aggregate savings and investment.
This hypothesis was studied in the seminal work of Feldstein and Horioka (1980),
who argued that if economies are financially integrated, the aggregate savings and
investment of an individual country should exhibit a low correlation. However, the
authors found a high positive correlation between savings and investment rates,
a prominent puzzle in international macroeconomics. Limiting the ownership of
capital to domestic agents allows us to link the discount factor or interest rate faced
by domestic agents with the marginal return of investing in physical capital, which
can help the model match the Feldstein-Horioka findings.

The dynamics of the labor market are slightly more complex. The shock
creates substitution and income effects. On one hand, higher productivity increases
compensation for each hour worked, which in turn increases the incentives to work
because it is possible to transform an hour of work into more goods. On the other
hand, agents experience a positive wealth effect, which affects their willingness to

2 Alternatively, it is possible to solve the model using global solution methods and induce
stationarity by introducing an occasional binding constraint. For a discussion, see Mendoza (1991).
3 For an open economy RBC model incorporating migration and remittances flows, see Mandelman
and Zlate (2012).

4In Chap. 8, we investigate how these two shocks create distinct dynamics within a framework
comprising three productive sectors.



342 7 Small Open Economy RBC

sacrifice leisure. In this context, as in the closed economy model, the elasticity of
substitution between consumption and leisure becomes crucial for the results. The
assumption of segmented international labor markets is also key, as only the workers
of the small country experience this productivity shock. To reduce the impact of
wealth effects on the supply of labor and wage procyclicality, we follow Greenwood
et al. (1988) by using a specific utility function that addresses this dimension.

When formulating an open economy model, it is important to consider several
aspects that differentiate it from the closed economy models developed in the
previous chapters. Firstly, in closed economy models, the economy’s resources
available for each period are limited by the output of that period (y;). This means
that the economy is constrained by its own production, and the allocation of
consumption (c;) or investment (i;) is strictly regulated by the level of output of
that period. However, when we “open” the economy, the representative agent can
interact with the external sector. Hence, domestic agents can borrow resources from
foreign markets and allocate them to consumption or investment. They can also save
resources by utilizing international financial markets. In this case, the repayment
earned in period ¢ 4 1 will depend on the interest rate of the current period (r,f ).

Households have two different types of assets at their disposal in the open econ-
omy model: capital (k;) and financial real assets (a;) in the form of noncontingent
bonds. The inclusion of the stock of bonds adds an additional control variable to the
households’ problem. Similar to previous models, households choose consumption
(c;) and investment (i;). In addition, they also decide on how much to borrow or
lend in international financial markets (Table 7.6).

To express the change in the stock of net foreign assets, we subtract the current
stock from the stock of net foreign assets in the next period a,11. This can be
represented by the following equation:

Flow of foreign assets at period 7 : Aayy1 = ar+1 — ar

If Aa;4+1 > 0, households accumulate new foreign assets by lending to the rest of
the world. If Aa,1 < O, the agent decreases their foreign assets by borrowing from
the rest of the world. If Aa;y+; = 0, households maintain their net foreign assets
position.

As aresult, households’ budget constraint in an open economy incorporates a; as
domestic households interact with the rest of the world. This budget constraint can
be expressed as

Table 7.6 Net financial assets

Stock | Description

a; > 0 | In aggregate, the economy has a net positive position with respect to the rest of the
world. The foreign assets are greater than the foreign liabilities

a; = 0 | In aggregate, the economy has a positive position with respect to the rest of the world.
The foreign assets equal the foreign liabilities

a; < 0 | In aggregate, the economy has a net negative position with respect to the rest of the
world. The foreign assets are fewer than the foreign liabilities



7.4 Building the Model 343

et +aer =y + (141 a (7.18)

The left-hand side of Eq. (7.18) shows the allocation of resources by agents. They
can either consume c;, invest in physical capital i;, or hold foreign assets a;1. The
right-hand side contains the sources of income of the domestic agents, which are
the output y; and the foreign assets from the previous period, including any interest
paid or received (rtf_ 141)-

7.4.1 Households

[A] Preferences The economy consists of infinite-lived households who derive
utility from consumption (c¢;) and disutility from labor (%;). The functional form
of the utility function is given by (Greenwood et al. 1988):

h®  1—
(e = Myly

Utersh) = ———

(7.19)
This functional form of the utility function was also used in Chap. 6 to eliminate
the income effect, which is the effect of the intertemporal substitution of consump-

tion on labor. This assumption helps the model replicate the behavior of wages,
which exhibit weak procyclicality.

[B] Law of movement of capital We assume that only domestic households own
physical capital in the economy. Hence, they have to invest i; to supply capital in
period “t+1.” The law of motion of capital is given by

ki1 =1 =8k +1; (7.20)

Here, § € [0, 1) represents the capital depreciation rate.

[C] Budget constraint The representative household allocates resources to con-
sumption (c;), investment in physical capital (i;), accumulation of foreign assets
as+1, and paying the adjustment cost of physical capital @ (k;+1 — k;). Households’
income is derived from the real salary (w;) obtained by offering labor, rental income
(r,k) of the physical capital they own, and financial return on their foreign assets

(rtf_ 1)- These terms form the budget constraint:

o tiptam1 + Pk — k) < wily + ks + (1 + rtf_l) a (7.21)

Here, the function @ (-) has the following form:



344 7 Small Open Economy RBC

@ (ki1 — ki) = %(km — ki)? (7.22)

The function @ satisfies the following conditions: @(0) = ®’(0) = 0. The
parameter ¢ measures the cost of adjusting the level of capital stock in one unit and
will be instrumental in characterizing the dynamics of investment in the business
cycle. The quadratic term suggests that the more abrupt the change in the stock
of capital, the higher the costs. Evaluating the first and second derivatives of the
function yields

D' = ¢k — ki) (7.23)
" =¢ (7.24)
[D] Closing the model To induce stationarity, we assume that the interest rate is
elastic to the level of net foreign assets, following Schmitt-Grohe and Uribe (2003).

That is, as a; falls below its long-run level a, the risk premium component of the
interest rate increases. We can express this relationship as follows:

rl = r*(exp(e!) + rp; (7.25)

where e represents the transitory deviations of the international interest rate and
rp; is the risk premium, defined as follows:

rps = x(exp(—a; —d) — 1), (7.26)

where x > 0 and d is the exogenous level of steady-state debt.’

[E] The optimization problem The households’ problem consists of maximizing
the expected discounted utility stream by choosing optimal sequences of consump-
tion (c¢;), labor supply (#;), capital stock (k;+1), and noncontingent one-period real

bonds (a;+1):
00 B \1—y
¢ — M —1
Mo B |3 (e !
{cr,he arpr ki) k=0 I=y

subject to the sequence of budget constraints and the law of motion of capital

i Fargr + @ (kipt — k) = wihy +rfk + L+ Da+ 6, ¥ (7.27)
kv = (1 — 8k, + i, (7.28)

5 For simplicity, we assume that households take the interest rate, r/, as given. Relaxing this
assumption does not alter the main results of the model.
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and the no-Ponzi condition

aryj
lim E; +

—ZO.
jooo 1(1+rs)

where the time discount factor 8 € [0, 1] and I} represents the profits from
production firms.

We can summarize the first two constraints by replacing the value of investment
from the law of motion of capital into the budget constraint. Also, we can replace
the expression for the function @ from Eq. (7.22). Then, we can rewrite the budget
constraint as follows:

¢
i+ ke = (L= Ok + S (kips —k)? + @ = wihy +rfk + L+ Day + 1.
The Lagrangian then is defined by the following expression:

— (er — 7)1—;/

e=m 55

¢
+ (wth[ okl + (L7 Da+ T — e — kr + (1= )k, — 5 (ki — k)? —at+1>]}

The optimality conditions of the households’ problem are given by

he\ 7
{Ct} . (C[ — _t) = )\,[ (729)
w

AN
{hﬁ:(a—;’) e~ = i (wp) (7.30)

(k1) : A (14 ki1 —k)) = BE 1 rF +1=8+p (ko —ki1))] (7.31)
{ars1) Ay = Et[Brri (1 +7)] (7.32)

¢
() 2 e thist = (=) 2 (ki =k +ar = wehy + ik +(1 +r! Da+ 1

The intratemporal condition, which represents labor supply, is obtained by
substituting A; from Eq. (7.29) into Eq. (7.30):

he! = w, (7.33)
The intertemporal condition, which indicates the optimal consumption path given

the interest rate, is represented by the Euler equation and is obtained from Eq. (7.29)
and (7.32):
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o\ ~V h® -V
(Ct - %) = BE; |:(1 + ”zf) (Ct+1 - t;l> ] (7.34)

The physical capital supply is obtained by combining Eqs. (7.29) and (7.31), which
yields

Ue, (14 §liss = k) = BE, [Uos, (o +1 =8+ ¢ sz —kiwn) | (7.39)

dcy w
Equation (7.35) determines the investment decisions of agents. The intertemporal
decision takes into account the presence of adjustment costs to investment, which
results in a relative price between consumption and investment goods that is no
longer unity. A higher value of ¢ leads to agents placing more emphasis on
smoothing the dynamics of capital.

he\TY
Here, U,, = 2U(ch) (C[ _h

7.4.2 Firms

We assume perfect competition in both goods and factor markets. Firms demand
capital and labor and treat the final good price, wage, and rental rate of capital as
exogenous. The representative firm maximizes profits as follows:

MaXF, =y — wtht — l"tkkt
{ki hy}

The production function is given by
i = exp(ef)kih = (7.36)

where exp(e;) is an exogenous and stochastic productivity shock. The first-order
conditions are

{he}: (1 — @) exp(e)kIh; ¢ = w,

(ki) s aexp(ek? hl=* = vk

The labor demand and capital demand equations are

a% —w, (Labor demand) (1.37)
t

Yt k .
(1 —a)>— =r, (Capital demand) (7.38)
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7.4.3 The External Sector

In an open economy, it is necessary to keep track of the international financial
position through the balance of payments, which tracks the international transac-
tions made by the residents of the country. In our model, the balance of payments
should give us the identity between the current account and the combined capital
and financial accounts. Specifically, we define

cay = yr — ®(k[+1 _kt) — Ct — it +rtf_1at
=th +r] a (7.39)

where we define the trade balance ¢b; as the output minus the net capital adjustment
costs minus domestic absorption. Using this definition, we can derive from the
households’ budget constraint:

ca; = ar+1 — s (7.40)

This equation tells us that the change in the financial and capital account should
yield the total change in net foreign assets. Furthermore, these identities allow us
to define the trade balance. Resources flowing out of the economy are exports (x;),
while resources flowing into the economy are imports (m;). At the end of each
period, the net flow of resources is the difference between exports and imports (x; —
my) or the trade balance tb,.

To write down the model, the external sector is represented by the ratios of
current account to output and trade balance to output. Therefore, we can define
the following variables based on the definitions provided in Egs. (7.39) and (7.40):

cay ar+1 — t

—_—= (7.41)
Vi YVt

f
th ca; —r;_,a
RS ol et (7.42)
Vi Yt

Define s; as the savings of the economy at period “t,” which is the sum of the
current account and the investment:

Sy = cag +l[

7.4.4 Market Equilibrium and Shock Definition

In this model, aggregate savings will define the change in the net asset position of
residents and the balance of payments. Any goods not consumed or invested will be
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traded to foreign economies. As a result, the market-clearing condition for domestic
goods can be expressed as follows:

o+ iy + by + %(km k)P =y (7.43)

Again, to work with the ratio tb;/y;, divide (7.43) by y; and it obtains

cr+i th 1
i b L G k2 =1 (7.44)
Vi Yoo Y2

Since the economy is subject to shocks, we aim to describe the dynamics of the
small open economy after productivity shocks, assuming they behave as an AR(1)
process:

¢ = peel_| + V¢, vf ~ N(0,02%) (7.45)

Here, v is referred to as the total factor productivity shock.

Furthermore, we are interested in assessing the impact of international financial
shocks on the small open economy, particularly a shock to the foreign interest rate.
We assume that the behavior of the foreign interest rate also follows an AR(1)
process:

& = pue™ 0", W ~ N(0,03) (7.46)

Here, v}’ is referred to as the foreign interest rate shock.

7.4.5 System of Main Equations

Table 7.7 displays the primary equations describing the optimal behaviors of
households and firms. It also indicates the market-clearing conditions, total factor
productivity behavior, and the definitions of the external interest rate and risk
premium level. This set of equations forms a system representing the small open
economy RBC model with variable labor, in line with Mendoza (1991).

7.5 Parametrization

Parametrization corresponds to the values in Mendoza (1991). Table 7.8 shows the
values associated with the model parameters.
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Table 7.7 Nonlinear system of equations on the model

Equations

[1] Euler equation for consumption

(= "y~ = BB + 1 e — 1))

[2] Euler equation for investment

Ue,(1+ ¢ (ki1 — k) = BEUe,, [(rfyy +1 =8+ ¢ (kiya — kiy))]

[3] Labor supply

w—1
h[ = Wy

[4] Law of motion for capital
ki1 = (1 —8)k; + s

[5] Labor demand

( —Ol);):—; = Wy

[6] Capital demand

Yok
af =1

[7]1 Production function

V= exp(ef)kf‘htl_‘"

[8] Ratio of current account to output

car __ 41—t
Vi Yt

[9] Ratio of trade balance to output

thy _ ca,—rﬁla,

Yt Ve

[10] Savings

Sy = cay +i;

[11] Real interest rate

ri = r*(expe) + rpy

[12] Risk premium level
rpe = x (e — 1)

[13] Market clearing

—+i th 1 ¢ 2 _
C’y—tl’-i-y—t'-I—)th(ktH —k)* =1

[14] Productivity shock

e e
&f = pe&y_| +vf

[15] External interest rate shock

n
= puelly + 0]




350 7 Small Open Economy RBC

Table 7.8 Parametrization

Parameter Definition

y =2 Risk aversion

w = 1.455 Frisch elasticity

x = 0.000742 Debt elasticity
a=0.32 Capital share in income
¢ = 0.028 Capital adjustment costs
r* =0.04 External interest rate
§=0.1 Depreciation rate

o =042 Shock persistence

d =0.7442 Average level of debt
v¢ =0.01 Productivity shock

7.6 Steady State

Before log-linearization, it is necessary to determine the non-stochastic steady-state
equilibrium of the model. In this equilibrium, all variables in the model remain
constant (Ax; = 0), and the productivity shock (ef) is eliminated. The steady
state serves as a reference point for approximating the stochastic model using
perturbation techniques. The equations representing the steady-state version of the
model are listed in Table 7.9. Finding the steady state is a crucial step in the model’s
analysis.

* From the productivity shock in Eq. (7.45)

Ssv = Peé‘?s

g, =0 (7.47)
¢ From the external interest rate shock in Eq. (7.46)
gs = peg;ls

& =0 (7.48)

&

e From the risk premium level definition in Eq. (7.26):

Fpss = X (e_a”_J - 1)
Ipss = X (edid - 1)
rpss =0 (7.49)

* From the real interest rate definition in Egs. (7.25) and (7.49)
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Table 7.9 Steady state Steady state

el =0

ene =0
B=1/0+r"
a5 = —d

rpss =0
rhi=1/8-1

rk=1/B—1+3
—1_
sy = (1= o) (BgH8ye/ ey /e=h

o
kys = hyy (E=1E0) /@D

YVss = kgsh;;a
Wss = &Yss/ hss
igs = Okgs

thys = —assrsj;

Css = Yss — Igg — thys

cags =0
rs]; =r"+ I'Dss
o=y (el - 1) (7.50)

* From the Euler equation for consumption in Eq. (7.34) and using Eq. (7.50)

he \ Y ) he -y
(Css - ﬂ) = B+ rs,;) <Css - ﬁ)
w w

1=80+rd)
1=8 (1 T+ 4y (e_a”_g - 1)) (1.51)

e Weassume 1 = (1 + r*). Since r* = 0.04, this yields the impatience discount
factor to take the value 8 = 0.962. From Eq. (7.51)

1=5 (1 Tty (e*“m*d - 1))
1= B+ + 8 (x (e —1))

X —1) =0

e =
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—ass =d (7.52)
¢ From the capital demand in Eq. (7.38)
@S =k (1.53)
kSS
¢ From the production function in Eq. (7.36)
Yss = exp(gss)kgsh;s ¢
=k nle (7.54)
* From the optimality condition for investment in Eq. (7.31)
UCSS k
1 +¢(kss - kss) = ﬁ_ (r_y_y + 1-34 +¢(kss _kss))
UCSS
L+ ¢0) =B (rk +1-8+90))
=805 +1-9) (7.55)

* From Egs. (7.53) and (7.55)

1=8 (a% . a) (7.56)

Using Eq. (7.54) in Eq. (7.56)

=8 <a Sl +1- 8)
B ( h“ + 1— 5)
ke (Bl —148\Y@D
()

. 1/(@—1)
—14+56

kss = hss (ﬁ )
o

e From the labor demand in Eq. (7.37)

(7.57)

wey = (1 — )k

SS
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o pl—a
—(1— ss'tss
Wss ( a) By
kgs ¢
= (1 — oss
Wyss ( a) <hm)
“1_1415 af(a—1)
wys = (1 — @) (—ﬁ - + ) (7.58)

* From the labor supply in Eq. (7.30) and using Eq. (7.58)

w—1
hss = Wgy

1/(w—1
hss = wm/(w )

-1 _ a/(@—1\ 1/(@=1)
((1 ) (u) ) (7.59)
o

¢ From the law of motion for capital in Eq. (7.28)

hSS

kss = (1 - S)kss + igs
Iss = Ok (7.60)

¢ From the goods market equilibrium in Eq. (7.44), the current account definition
in Eq. (7.41) and the trade balance definition in Eq. (7.42)

Css = Yss — Iss + ass"&}; (7.61)
thys = —agsri: (7.62)
cagy = thys + agsrdy =0 (7.63)

In Table 7.9, we present the steady-state values of the model variables.

7.6.1 Model Solution

Table 7.7 presents the 14 nonlinear equations and variables of the model, constitut-
ing a nonlinear system. To facilitate log-linearization, each variable is expressed
in Dynare as exp(xx), where xx = Inx,. However, for ease of interpretation,
the variables for capital rent (r,k), real interest rate (rtf ), risk premium (rp;), trade
balance to output (¢b;), foreign assets (a;), and current account-output (ca;) are
denoted in Dynare as x. For example, the capital demand and current account to
output ratio equations are represented in Dynare as
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Table 7.10 Policy and state functions

Constant
rf(—1)
a(=1)
e(=1)
n(—1)
kk(-1)
€e

ey

Constant
rf(—1)
a(-1)
e(=1)
n(—1)
kk(-1)
€e

er

Iny,
0.396
0.000
0.000
0.789
0.000
0.601
1.877
0.000

%
0.040
0.001

—0.001
0.000
0.017

—0.001
0.001
0.039

Current account to output ratio :

Inc;

0.111
—0.028
0.039
0.529
—0.006
0.506
1.260
—0.013
Pt
0.000
0.001
—0.001
0.000
—0.000
—0.001
0.001
—0.001

Ink:+1

1.223
—0.005
0.007
0.282
—0.101
0.500
0.672
—0.239
ar+1
—0.744
—0.697
0.974
—0.378
0.348
1.685
—0.901
0.828

Ini;
—1.080
—0.047

0.066
2.823
—1.006
—-3.997
6.721
—2.394
the [yt
0.020
0.032

—0.045

—-0.270
0.234
1.122

—0.644
0.557
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lﬂh[

0.007
0.000
0.000
0.542
0.000
0.413
1.290
0.000
caz [y
0.000
—0.469
—0.018
—0.255
0.234
1.134
—0.606
0.557

Capital demand : in model

ry =a

Yi+1
ky

Capital demand : in Dynare

cdy

Yt
Current account to output ratio :

rk =

exp(yy)
exp(kk(—1))
in model

dr41 — a

Vi

in Dynare

Inw;

0.003
0.000
0.000
0.247
0.000
0.188
0.587
0.000
e
0.000
0.000
0.000
0.420
0.000
0.000
1.000
0.000

ca_y = (a —a(=1))/exp(yy)

lnrtk
0.140
0.000
0.000
0.110
0.000

—0.056
0.263
0.000

&
0.000
0.000
0.000
0.000
0.420
0.000
0.000
1.000

(7.64)

Dynare performs linearization of variables expressed in logarithms and levels to
obtain variables in log deviations and deviations from their steady state, respectively.
Specifically, Dynare expresses the log-deviation variable as X; = Inx; — Inxg,,
where x; is the variable in question and x;; is its steady-state value. Similarly, the
deviation variable is expressed as X; = x; — x;5. These variables are used by Dynare
to calculate the steady state, policy and state functions, impulse-response functions,
and theoretical moments.

Table 7.10 shows the model solution (policy and state function)
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7.7 Impulse-Response Functions

355

This section shows the optimal behavior of agents in response to an exogenous
shock. In the model developed in this chapter, two shocks are present: the produc-
tivity shock (vf) and the external interest rate shock (v}').

7.7.1 Impulse-Response Functions to Total Factor Productivity

Shock

Here, we study the behavior of the economy predicted by the model in response to an
exogenous productivity shock. Figure 7.5 illustrates the response of the endogenous
variables to the shock occurring in period “t=1."

Firstly, all variables are in their steady state before this period. For instance, the
shock takes the value of its mean (v(‘; = 0), and consumption is set to zero (¢ = 0).
It’s important to note that ¢ represents the deviation of the natural logarithm of the
variable from the natural logarithm of its steady state, where ¢p = Incy — In cgy.

Output Consumption Capital Investment
P 15
0.6 6
1
4
1 0.4 )
0.5 0.2
0
0 0 0
2 4 6 8 10 2 4 6 8 10 2 4 6 8 10 2 4 6 8 10
15 Labor Real wage Capital rent S 073 Real interest rate
’ 0.6
1 0.4 02
0.5 0.2 0.1
0 0 0
2 4 6 8 10 2 4 6 8 10 2 4 6 8 10 2 4 6 8 10
«10"Risk premium Foreign bonds ; Trade balance-Output 1Current account-Output
2
° 1
0 0
-1 0
2 -1 -1
2 4 6 8 10 2 4 6 8 10 2 4 6 8 10 2 4 6 8 10
Productivity shock
4
0.5

2 4 6 8

Fig. 7.5 Effects of a productivity shock (v{ = 1.29)

10
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Therefore, when ¢y = 0, it implies that ¢g = ¢y, indicating that the variable is in its
steady state. This applies to every variable.

Period + = 1 Now, an increase in the productivity shock in period “t=1" means
that v{ takes the value of its standard deviation (o, = 1.29), which takes &7 (1) out
of the steady state. This shock affects both firms’ and households’ decisions.

Effects on firms The increase in productivity has a positive impact on output:
yi = exp(en)kihi ™ (7.65)

The shock also positively affects the marginal product of both capital and labor,
leading to an increase in the demand for both factors of production:

Y1
= 1— —_—
wy = ( Oé)hl

r{‘ — a2t
ki
Effects on households The representative household is indirectly impacted by
the productivity shock through the factors market. In response to the change in
conditions, the household adjusts its equilibrium labor and capital supply. The
increase in labor demand responds to the increase in real wages, leading to more
work in equilibrium. Since the utility function used in this model does not account
for an income effect, labor supply is not reduced. Therefore, the substitution effect
results in higher labor in equilibrium:

R~ =1 w

As the supply of capital in period “t=1" is determined in period “t=0,” capital
remains at its steady state in period “t=1,” despite the increase in r{‘. The increase in
productivity generates an “income effect” as the economy can produce more goods
at a lower real cost. Households allocate the higher production to consumption ¢j,
investment/i\], and savings in bonds @4 :

cL+ii+ %(ktH — k) +a =1 wihy + 1 ik + (1 +r,f_1)a1

The determination of capital supply for period “t=2" occurs in period “t=1."
Consequently, households take into account the expected capital return rate in period
“t=2" to supply physical capital. Therefore, the persistence of the shock (o) must
be closely examined because it significantly impacts the expected future capital rate
(ré‘). A positive shock in productivity in period “t = 1" has a positive influence on the
marginal product of capital in period “t=2" due to the shock’s persistence. Thus, the
more persistent the shocks, the greater the rewards of an additional unit of capital
today, leading to households postponing consumption. This is determined by the
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(toly), - (tbly) o
(tohy), - (toly)
N

0 0.1 0.2 0.3 0.4 0.5 0 0.2 0.4 0.6 0.8 1
Capital adjustment costs ( ¢) Produtivity shock persistence ( p)

Fig. 7.6 Impact response of trade balance to productivity shock vf = 1.29

optimality condition for investment, as shown in the equation below:

Uei (14 k2 = ki) = BE1 [Uey (174 =8+ 1+ 0 (s — ko) )]

The parameter for capital adjustment costs, ¢, plays a crucial role in the
households’ investment decision. If ¢ is too high, allocating a unit to investment
becomes more resource consuming. Even when the agent wants to take advantage
of the persistence of the productivity shock, they also have to consider the price of
investment. In this intertemporal decision, two forces are at play: (1) the expected
rate of return of capital relative to the stochastic discount factor and (2) the capital
smoothing motive, akin to the adjustment cost of investment. When the adjustment
cost increases, the second force creates a smoother path for capital. When it is
smaller, the rental rate of capital gets closer to the one-period bond rate, meaning a
rapid adjustment for capital to its optimal level.

To illustrate this point, Fig. 7.6 displays the impact of a productivity shock on
the trade balance-output relationship for a range of values of the parameters ¢
and p. The left panel of the figure presents the initial effect of the shock on the
trade balance for values of ¢ € (0, 0.5) while holding the initial values of other
parameters constant. Similarly, the right panel displays the initial response of the
trade balance to the shock for values of p € (0, 1) while keeping ¢ fixed.

When we vary only the value of ¢, we find that the countercyclical behavior of
the trade balance to output is achievable only for values of ¢ less than approximately
0.5. Moreover, for values of ¢ above approximately 0.1, the response of the trade
balance to changes in ¢ is less sensitive. However, for values of ¢ below 0.5, the
initial response of the trade balance is very sensitive to changes in ¢.

Similarly, when we change only the value of p (with ¢ fixed at 0.028),
countercyclical behavior of the trade balance to output is achievable only for
values of p higher than approximately 0.3. Unlike the right panel of the figure,
the sensitivity of the trade balance to changes in persistence is approximately equal
at all levels.
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In this model, the parametrization of the persistence and capital adjustment cost
parameters plays a crucial role in the investment dynamics. The model is calibrated
with p = 0.42 and ¢ = 0.028. This ensures that households not only postpone
consumption to invest but also take a negative financial position with respect to the
world to finance investment. Even when output increases, these additional resources
are not sufficient to finance the desired level of investment. Therefore, the economy
issues bonds, reducing the stock of financial assets held until the following period

(@r+1):
9 o f
a+ti+ E(kt—i-l —kD+lap =1ty +A+r_Da

As households in the economy start issuing bonds to finance investment, both the
current account and the trade balance account go into deficit. The stock of financial
assets decreases since a;4| becomes negative and a; remains constant because it was
determined in the previous period. This is reflected in the current account equation:

ca= ] a1 —ay — Aa41 <0
The trade balance follows a similar dynamic. Since there is a negative variation

in financial assets and both the real interest rate of the previous period and the stock
of capital held until the current period remain constant, we have

th=| a1 —a + 0+ rtf,l)al
This model assumes an elastic debt interest rate. When the economy incurs

debt through bond issuance, the risk premium imposed on the economy increases,
leading to a corresponding rise in the interest rate faced by agents:

trp = (e
i =rttm

The change in the interest rate affects the intertemporal consumption decisions of
agents. According to the Euler equation of consumption, an increase in the interest
rate encourages households to delay consumption, aligning with the investment
decisions of agents:

Uey = BE[(1+1 7).

Period + = 2 We focus on the variables that are relevant for the dynamics of an
open economy, namely, y;, ¢;, is, ki+1, 41, tb — t, and cay.

In both the closed economy case and the path to equilibrium, there is noticeable
persistence. This is influenced by two main factors: (1) the exogenous persistence
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of the assumed productivity shock (p) and (2) the endogenous persistence channel,
which operates through the capital accumulation of the economy.

Throughout the path to equilibrium, output and consumption remain above their
steady-state levels. The utility function exhibits a high elasticity of substitution
between consumption and leisure. The increased productivity alters the relative
price between consumption and leisure, prompting agents to increase consumption
and reduce leisure. As productivity gradually returns to its steady state, households
adjust by decreasing consumption and increasing leisure accordingly.

After adapting to the “surprise”” component of the shock in period “t =0 through
a significant surge in investment, the pace of capital adjustment slows from period
“t=1" onward. It is of interest to analyze what happens to investment and capital
beyond period “t=2.” Figure 7.5 illustrates that investment in period “t=3,” denoted
as i3, falls below its stationary state level. This implies that desired capital decreases
more rapidly than the depreciation rate, even after accounting for the adjustment
costs that smooth the path of capital. Reduced investment results in an overall
reduction in the economy’s absorption, leading to a positive trade balance and an
increase in foreign bonds. With the interest rate being debt elastic, this variable
declines, creating a sustained trajectory for consumption. The consumption above
equilibrium, in conjunction with the reduced risk premium and interest rate, will
gradually restore foreign bonds and all other variables back to their equilibrium
levels.

Figure 7.7 depicts the model’s dynamics under different adjustment cost sce-
narios, which encompass three scenarios: the first being the absence of capital
adjustment costs (¢ = 0), the second representing the baseline value (¢ = 0.028),
and the third indicating a higher capital adjustment cost value (¢ = 95).

Table 7.11 offers a comprehensive view of the theoretical moments observed
in these three models. It is worth noting that modest adjustment costs effectively
discourage agents from making swift changes to the capital stock, resulting in
a significant reduction in investment volatility. Another crucial aspect influenced
by capital adjustment costs is the dynamics of the trade balance. In the baseline
parametrization, capital adjustment costs contribute to a deceleration in the econ-
omy’s absorption, as investment experiences only a modest increase after the shock.
This leads to a moderate trade deficit and some persistence in the behavior of the
trade balance. In the case of high capital adjustment costs, the reaction of investment
to the shock is minimal. Consequently, the economy manages to produce more with
the same level of capital. Since the domestic economy doesn’t rely on importing
factors to finance investment, the trade balance turns positive after the shock. This
dynamic plays a crucial role in explaining a significant stylized fact observed in the
data: the countercyclical behavior of the trade balance.

Note that both labor and output have perfect correlation. The specification of
GHH utility function eliminates the income effect from the labor supply. Therefore,
in presence of the productivity shock, the new equilibrium in the labor market is
determined by the shock though the demand for labor, because the labor supply
curve does not change.
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Fig. 7.7 Effects of the shock to productivity. Capital adjustment costs (¢)

Table 7.11 Model generated moments for alternative model economies

Model 1 (¢ = 0) Model 2 (¢ = 0.028) Model 3 (¢ = 5)

Variable (x;) | oy, Pyixi | Pxixiy | Ox Pyixi | Pxixiy | Ox Pyix | Pxixi
yy 3.243 | 1.000 | 0.692 [2.714 | 1.000 |0.617 |2.369 |1.000 |0.432
cc 2.644 1 0.874 | 0.800 |2.383 | 0.844 |0.782 2.192 |0.811 |0.713
ii 24403 0.240 |—0.283 1 7.959 | 0.669 |0.069 0.439 10.437 | 0.950
hh 2.229 1 1.000 | 0.692 |1.865 1.000 |0.617 1.628 | 1.000 | 0.432
th_y 5476 | 0.019 |—0.232 |1.566 |—0.044 |0.509 |1.415 |0.666 |0.642
ca_y 5301 1 0.024 —0.260 |1.279 | 0.050 |0.322 | 1.131 |0.986 |0.417
Corr(s,ii) 0.316 0.711 0.356

Next, we delve into the impact of the persistence of productivity shocks.
Figure 7.8 displays the impulse-response functions for three different values of this
parameter, enabling a comparison of the effects of the productivity shock between
the baseline and the alternative cases. In these alternative parametrizations, p is set
to two distinct values: 0.05 and 0.9. Table 7.12 shows the theoretical moment across
the models with different values for p.

When the productivity shock is transitory (with a low persistence of p = 0.05),
the shock’s effects are short-lived. In this scenario, there isn’t much incentive for
agents to invest in capital. However, the economy experiences increased output
with the existing capital. This leads to a positive balance of trade and current
account, resulting in an accumulation of foreign assets. Lower interest rates, which
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Table 7.12 Moments generated across models

Model 1 (o = 0.05)

Variable (x;) | oy,

yy 2.145
cc 1.679
ii 0918
hh 1.474
tb_y 1.036
ca_y 0.902

Cort(s,ii) 0.908

Pyi.x
1.000
0.874
0.918
1.000
0.778
0.991

Py xi-1
0.080
0.387

—0.097
0.080
0.384
0.138

Model 2 (o = 0.42)

Oy,
2.714
2.383
7.959
1.865
1.566
1.279

0.711

Pyi.x
1.000
0.844
0.669
1.000

—0.044
0.050

Py xi—1
0.617
0.782
0.069
0.617
0.509
0.322
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Model 3 (o = 0.9)

Ox;
10.332
10.498
25.496
7.101
6.473
5.247

0.472

Oyi.x
1.000
0.864
0.470
1.000
0.088
0.203

Poxy xi-1
0.970
0.982
0.486
0.970
0.623
0.453

are associated with higher international assets, cause consumption to slowly move
toward a steady state.

In the case of a highly persistent productivity shock (p = 0.9), there’s a strong
incentive for capital accumulation due to the prolonged duration of the shock.
However, capital adjustment costs slightly slow down the process. This results in
a hump-shaped pattern of output, labor, and consumption. After reaching its peak,
the dynamics become similar to the baseline case as the productivity shock wanes,
investment declines, and the economy experiences a positive trade balance. The
debt-elastic interest rate, aimed at inducing convergence to a unique steady state,
will drive all variables back to this equilibrium.
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7.7.2 Impulse-Response Functions to External Interest Rate
Shock

In this section, we investigate the economy’s response to an increase in the external
interest rate r*. Figure 7.9 depicts the reaction of the endogenous variables to
this external interest rate shock, which occurs in period “t=1." As in the previous
section, we examine how the variables behave in response to this exogenous shock.

As in the case of the productivity shock, all variables are in their steady state
before the period when the shock occurs. For instance, the shock takes the value of
its mean (vj = 0), and consumption is at its steady state (co =0).

Period t = 1 An increase in the interest rate in period “t=1" means that v{ takes
the value of 1.29, which pushes & (1) out of the steady state.

Effects on firms The shock to the external interest rate will not affect firm decisions
on impact since agents cannot change the level of capital immediately. With the
same level of capital and overall productivity of labor, output does not shift on
impact.

Effects on households The shock affects investment for the next period’s level of
capital. The increased interest rates create a higher opportunity cost for investing
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Fig. 7.9 Effects of an external interest rate shock (v;' = 1.29)
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in physical capital, leading agents to reduce the amount of capital until the point
at which the marginal return, taking adjustment costs into account, matches the
international interest rate:

E [rk+1-5 ky —k
(149l — k) = 2120+ e k)]

1+rif
E; [MPi, +1 -8+ ¢ (k3 — k
(14 gtk — k) = 2 Fots —h]
1+
E, [MPy, +1-34§ E ks —k
Ut btk — B MPo : ] | Eleks Ll
—_— I+ r I+ 717

cost of capital

flow of marginal productivity  capital smoothing benefits

The overall decrease in absorption leads to an increase in foreign assets. As a
result, the risk premium of the real interest rate decreases. However, the initial shock
to the external interest rate pushes the real interest rate up by more than this decline.
Overall, the real interest rate faced by domestic agents increases to a lesser extent
than the shock initially caused:

1 U = BE[(1+1 1)U |
Period t =2
Effects on firms The interest rate increase leads households to reduce the level of
capital and raise the rental rate. Since a smaller amount of capital was chosen in

period “t=1" to be available in period “t =2,” there is less capital accessible to firms
in this period, which in turn affects output:

1k = a2l =4 MPy,
k1 -

With fewer available capital for production, the marginal productivity of labor
declines, resulting in a decrease in the real wage:

2
Ly =(1 —a);:— = | MP,
2

As previously mentioned, a salary reduction leads to a decrease in labor. In
equilibrium, firms operate with less capital and less labor, consequently leading to
a decrease in output:

by =1 k% ™

Effects on households The representative household is also affected by this shock
through the Euler equation of consumption. An important feature of the model is
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that agents can easily substitute consumption with leisure. As the price of leisure
falls and the price of present consumption increases, agents reduce consumption
and increase leisure, thereby smoothing their utility across periods.

The net effect of lower output, reduced consumption, and decreased capital
results in a positive trade balance and an accumulation of foreign assets. In short,
agents substitute domestic capital with foreign assets until their return rates equalize.
On the path back to equilibrium, the foreign interest rate falls, and domestic agents
gradually restore their level of physical capital.

7.7.3 Comparison of the Model with the Data

In this section, we compare the simulations conducted with the model to actual data.
Following the approach of Mendoza (1991), we use Canadian data. We present
the results from the baseline model, which assumes values for the parameters
governing capital adjustment costs (¢) and shock persistence (o) of 0.028 and 0.42,
respectively. Table 7.13 presents the results.

The model exhibits several significant attributes. It successfully approximates
the variability of economic variables, as indicated by their standard deviations.
Additionally, it replicates a procyclical pattern in key economic factors such
as consumption, savings, investment, employment, and productivity. Moreover,
the model generates first-order autocorrelation coefficients for essential variables,
including output, consumption, labor, and trade balance.

The results also illustrate the presence of some anomalies. In particular, the
variability of investment and output is underestimated. Also, the positive co-
movement between these two variables is larger in the data. The co-movement
between labor and output is grossly underestimated. This is a feature of the model
that generates a perfect correlation between these two variables.

A notable characteristic of this model is its challenge in replicating the negative
correlation between the current account and GDP observed in Canadian data.

Table 7.13 Comparison of the cyclical behavior of the theoretic model with the empirical data

Canadian data Model
Variable (x;) Ox, Py, x; Pxy,xi—1 Ox, Py, x; Px¢,xi—1
Output (y) 4.223 1.000 0.849 2.714 1.000 0.617
Consumption (c) 2.430 0.822 0.780 2.383 0.844 0.782
Investment (i) 11.478 0.938 0.759 7.958 0.669 0.069
Labor (h) 2.262 0.452 0.696 1.865 1.000 0.617
Trade balance (tb_y) 1.748 —0.215 0.797 1.566 —0.044 0.509
Current account (ca_y) 1.822 —0.135 0.751 1.279 0.050 0.322

Corr(savings,investment) 0.7758 0.7110
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A similar issue is also evident in the behavior of the trade balance. However, as
previously discussed, through a meticulous parametrization of capital adjustment
costs, the model manages to obtain a negative correlation between these variables,
even though it may be relatively weak.

Finally, the model demonstrates its capacity to explain the strong correlation
observed in the data between investment and savings, a phenomenon previously
explored by Feldstein and Horioka (1980). This correlation in the data is often
linked to the concept of imperfect international markets and barriers to capital
mobility. Within this model, the persistence of the productivity shock plays a crucial
role in capturing this specific stylized fact. Permanent (nonstationary) shocks fail
to generate positive saving responses, and highly transitory ones don’t lead to
significant investment responses, underscoring the importance of shock persistence
in modeling these dynamics.

7.8 Summary

This chapter develops the standard model of a small open economy and introduces
capital adjustment costs as shown by Mendoza (1991). The moments generated
by the model are consistent with two key empirical regularities typical of open
economies: a strong positive correlation between savings and investment and the
countercyclicality of the trade balance.

In this economy, agents have access to international financial markets and can
accumulate foreign financial assets. These assets either pay or charge a debt-elastic
interest rate. This interest rate is determined by the external interest rate and the risk
premium of the economy, which in turn depends on the deviation of debt from its
long-run level. The use of a debt-elastic interest rate on debt induces stationarity in
the model, following Schmitt-Grohe and Uribe (2003). Additionally, the economy
is subject to shocks in productivity and the external interest rate.

The instantaneous utility function is specified as a GHH function. As a result,
the marginal rate of substitution depends solely on the levels of labor, but not on
consumption. Therefore, labor supply depends only on the real wage.

The persistence of the productivity shock is crucial in establishing a positive
correlation between savings and investment. When the shock is not persistent
enough, the investment necessary to equalize expected returns is not sufficient to
generate a strong correlation between savings and investment.

Furthermore, the introduction of capital adjustment costs discourages agents
from making rapid changes in capital stock, leading to a significant reduction
in investment volatility. This feature moderates the trade balance deficit because
investment experiences only a modest increase after the productivity shock. The
dynamics of the model are also analyzed with a shock to the external interest rate.
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The solution of the model as well as the impulse-response functions have been
developed directly in Matlab (by building several m-file) and also through Dynare
(by building a mod-file). The result of both paths is the same, but the advantage of
directly building an m-file is that many details can be made explicit in the solution
and simulation of the model, which is already programmed in Dynare. In addition,
both the R and Python scripts for working with the database have been uploaded to

the webpage (Table 7.14).

Table 7.14 Codes in Matlab and Dynare

Codes
Matlab
Mendoza91.m

Parameter_sensibility.m

series_canada.m

Dynare
Mendoza91_log.mod

Mendoza91_log_loop.mod

Description

This m-file plots the impulse-response functions of the model
from alternative parametrizations of ¢ and p

This m-file computes and plots the impact response of the trade
balance to the productivity shock according different values of ¢
and p

This m-file plots various series of aggregated variables of Canada
for comparison

This mod file contains the nonlinear model with logarithmic
variables and is what Dynare uses to solve the model. Also, it
contains the IRF graphs for alternative parametrizations of ¢ and
0

This mod file should be used along with the m-file Mendoza91.m
to run models with different parametrizations
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Nontradable Goods in a Small Open Qe
Economy RBC

8.1 Introduction

This chapter extends the groundwork laid by the small open economy RBC model
introduced in Chap. 7. While the single-good small open economy RBC model by
Mendoza (1991) provided valuable insights into various stylized data patterns, its
limitations became apparent when addressing broader questions in international
trade and finance. One such question revolves around the impact of terms of trade—
a metric quantifying the ratio of a country’s export price index to its import price
index—on business cycles.

Incorporating relative prices provides a means to investigate the behavior of
the real exchange rate, which reflects the relative price of domestic and foreign
consumption baskets. A pivotal aspect in comprehending the dynamics of this
relative price lies in distinguishing between tradable and nontradable goods. This
differentiation holds significance because tradable goods (i.e., those that can be
purchased far from their point of origin) maintain similar prices globally, while the
prices of nontradable goods (i.e., those only accessible in proximity to their pro-
duction source) depend more on local market dynamics. Consequently, nontradable
prices play a pivotal role in shaping the fluctuations of the real exchange rate.

This leads us to a second crucial question: the procyclicality of the real exchange
rate. Replicating this stylized fact with a productivity shock in the single-good
small open economy model discussed in the preceding chapter presents a significant
challenge. The reason for this challenge lies in the fact that productivity shocks
drive output expansions alongside cheaper domestic goods, making it challenging to
reproduce the observation that domestic prices, and consequently the real exchange
rate, rise during economic expansions.

This chapter is dedicated to studying the pivotal role played by terms of trade and
their contribution to business cycle fluctuations. Our intent is to delve deeper into
the fundamental determinants that drive the fluctuations observed in macroeconomic
aggregates in small open economies under the presence of nontradables. Notably,
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Mendoza (1995) was a pioneering study that quantitatively examined the potency
of terms of trade shocks in steering business cycles through a dynamic stochastic
model of a small open economy. Our approach closely aligns with this framework.

8.2 Empirics

In examining the empirical aspects of this chapter, we utilize data from 48
emerging and low-income economies. The primary variables under consideration
include output, consumption, investment, trade balance, terms of trade, and the real
exchange rate. It is important to note that output, consumption, investment, and trade
balance are measured in current dollars. Therefore, these variables are expressed
in nominal terms, as opposed to the real (deflated) terms used for the variables
discussed in earlier chapters. This approach is highly relevant as it streamlines the
subsequent deflation of the variables and their presentation in units that align with
our chosen framework.

8.2.1 Construction of the Macroeconomic Series

The model introduced in this chapter employs the methodology developed in
Uribe and Schmitt-Grohé (2017) to incorporate variables sourced from the data,
setting it apart from the preceding models. The previous models source all their
variables from the data in real terms (constant local currency) since they articulate
the variables within the model in relation to final goods, thus eliminating the
need to introduce dedicated deflators. In contrast, the model adopted for this
chapter constructs all variables in reference to units of importables. Consequently,
it becomes essential to deflate all nominal-term variables, ensuring their alignment
with units of import-related variables.

To analyze business cycles across various countries, we collected time series
data on the variables presented in Table 8.1. The data used in this chapter has
been sourced from the World Bank’s World Development Indicators (WDI). After
obtaining the dataset, we initiated a process to exclude countries that do not offer
consistent data for each aggregate variable throughout the specified analysis period

Table 8.1 Variables included Variable

. Description

in the study :
Y; GDP per capita
(o Consumption per capita
I Investment per capita
TB; Trade balance per capita
tot; Terms of trade

RER; Real exchange rate
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(1980-2020). The Python code outlining this algorithm is available in the code
documentation accompanying this book. As a result, the final sample size comprises
48 countries.

For maintaining consistency between the data and the units in the model, it
is indispensable to adhere to the following criteria: key variables such as output,
consumption, investment, and trade balance are expressed in current dollars,
reflecting their nominal character. To convert these variables into units associated
with importable goods, it is necessary to divide them by the import price index. For
this purpose, a practical estimate for this index, as suggested by the WEQ, is the
import unit value, denominated in dollars and specifically employed for terms of
trade calculations.

Before proceeding further, it is crucial to formally define several important
variables for the analysis. Firstly, we define the terms of trade, denoted as tot,
which measures the relative price of exports in relation to imports. This variable
is expressed as follows:

X
tot; = p—:n

V4

When calculating a specific country’s terms of trade, the World Development
Indicators (WDI) utilize trade-weighted export and import unit value indices. The
empirical quantification of the real exchange rate, denoted by RE R;, involves the
bilateral US dollar real exchange rate, which is defined as

Pt
us”’
t Pt

RER, =

where &; represents the nominal exchange rate in dollars, indicating the domestic-
currency price of one US dollar. Additionally, st signifies the US consumer price
index, while p; denotes the domestic consumer price index. The real exchange
rate RE R, measures how expensive the foreign country is in relation to the local
country: it indicates the relative price of a consumption basket in the local country
in terms of consumption baskets in the foreign country. An increase in this indicator
means that the country experiences a real appreciation.

The data variables are denoted in current dollars as follows: output is represented
by p; Y:, consumption by p¢Cy, investment by pi I;, and the trade balance by p* X, —
p!'M;. To align them with import prices, they are divided by the import unit value,
which serves as an approximation to the importables price index p}".

8.2.2 Business Cycle Properties

Once the appropriate metrics have been established within the database, the
subsequent phase entails the computation of statistical moments. Given our central
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Fig. 8.1 Series of Chile

emphasis on the influence of terms of trade on aggregate variables, our analysis
proceeds to evaluate both the relative standard deviation and covariance of these
variables vis-a-vis the terms of trade.

To illustrate the potential influence of the terms of trade on aggregate variables,
we conduct an analysis for Chile, a small open economy notably influenced by
metal prices. In Fig. 8.1, we compare GDP and trade balance as a percentage of
GDP cycles with the terms of trade cycle. The series has been detrended using a
logarithmic quadratic detrending method. The results capture significant economic
developments in Chile over the past few decades.

[Obs1] The economic crisis that began in 1982, during Augusto Pinochet’s regime,
is attributed to the rise in global interest rates and lower copper prices. By late 1983,
unemployment had surged to over 30% of the labor force, and the proportion of the
population living in absolute poverty had increased to around 55% from about 30%
in 1981. The crisis also led to the collapse of several banks.

[Obs2] The “second economic miracle” occurred between 1988 and 1998 as a
result of the second wave of reforms initiated in 1985 and the return to democracy.
This period came to an end with the Asian economic crises of 1998—1999.
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Table 8.2 Business cycle properties (1980-2020)

0 /Otot Pxt,xt—1 Pyt ,xt Prot,xt
GDP (y;) 1.32 0.63 1 0.42
Consumption (c;) 1.4 0.63 0.88 0.29
Investment (i;) 2.14 0.59 0.71 0.29
Trade balance (tb;) 0.56 0.55 —0.1 0.17
Terms of trade (tot;) 1 0.66 0.42 1
Real exchange rate (RER;) 0.97 0.64 0.57 0.19

Note: The countries considered in the database were Algeria, Bolivia, Botswana, Brazil, Cameroon,
Central African Republic, Chile, China, Colombia, Comoros, Congo Rep., Costa Rica, Dominican
Republic, Egypt, Arab Rep., El Salvador, Guatemala, Honduras, India, Kenya, Korea, Rep.,
Madagascar, Malaysia, Mauritania, Mauritius, Mexico, Morocco, Namibia, Pakistan, Paraguay,
Peru, Rwanda, Senegal, South Africa, Sudan, Thailand, Tunisia, Turkey, and Zimbabwe. Statistics
regarding RER, the countries considered, given the availability of the data, were Algeria, Bolivia,
Brazil, Cameroon, Central African Republic, Chile, China, Colombia, Costa Rica, Dominican
Republic, Malaysia, Mexico, Pakistan, Paraguay, South Africa, and Tunisia

[Obs3] The “mineral super-cycle” took place between 2003 and 2012, witnessing a
significant surge in commodity prices that drove several Latin-American economies
into a phase of high growth rates and positive trade balances. This episode was
briefly interrupted by the global financial crisis of 2008-2009, but capital flows
quickly recovered.

To examine the characteristics of business cycles related to the terms of trade in
aggregate variables, we compute statistics for the detrended series to evaluate their
volatility, persistence, and cyclicality. Table 8.2 provides the statistical data for 42
countries, covering the period from 1980 to 2020.

We can observe that the stylized facts reviewed in the previous chapter are also
evident in Table 8.2, including the countercyclicality of the current account with
respect to output, the procyclicality of consumption and investment, and the high
volatility of investment.

It is worth noting that terms of trade show a relatively weak correlation with
macroeconomic aggregate variables. This observation aligns with the findings of
Schmitt-Grohé and Uribe (2018), who utilized a structural vector autoregressive
(SVAR) methodology to gauge the significance of terms of trade. Their research
indicated that, on average, terms of trade shocks contribute to approximately 10%
of the variability in output, consumption, investment, and the trade balance and 14%
of the variability in the real exchange rate. These estimates were based on annual
data from 38 emerging and impoverished countries, covering the period from 1980
to 2011.

Furthermore, Ferndndez et al. (2017) investigated the impact of disaggregated
world prices on business cycles using an SVAR model. The model incorporates
various world prices, including commodity prices such as agricultural, metal, and
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fuel prices, as well as the world interest rate. Their results indicate that world
price shocks, on average, account for approximately 34% of the variance in output,
21% in consumption and investment, and 15% in the trade balance to output ratio.
Additionally, the study reveals that not all world prices affect all macroeconomic
indicators uniformly, suggesting that a specific commodity price acts as the primary
transmitter of world shocks to one macroeconomic indicator but not to others. These
estimates were derived from annual data spanning 138 countries over the period
from 1960 to 2015.

8.3 Model Elements

In this section, we discuss some key features of the model. First, we allow for three
different consumption goods: (1) importables, (2) exportables, and (3) nontradables.
Firms will produce importable and exportable goods, but exportable goods price
(p*) will be affected by an exogenous shock, which constitutes a terms of trade
shock. In this manner, it is possible to study the impact of terms of trade shocks
in the economy. In particular, significant interest has been paid to the relationship
between terms of trade and the trade balance. There are two effects that have been
amply discussed in the literature:

[A] The Harberger-Laursen-Metzler Effect

The Harberger-Laursen-Metzler (HLM) effect posits that an exogenous adverse
shock to the terms of trade of a small economy results in a decline in its
current account balance. A reduction in the terms of trade leads to a decrease in
“real income,” subsequently causing diminished savings when measured in terms
of exportable goods. Assuming investment remains unchanged and there is no
government deficit, the change in savings is identical to the change in the current
account surplus.

[B] The Obstfeld-Razin-Svensson Effect

The Obstfeld-Razin-Svensson (ORS) effect challenges the HLM result and empha-
sizes the importance of the persistence of terms of trade shocks in the outcomes.
Specifically, a temporary negative terms of trade shock, resulting in a decrease in
real income and a change in the real interest rate, leads to reduced savings and a
deteriorated trade balance. Furthermore, a decline in the real interest rate contributes
to a worsening current account. In contrast, a permanent deterioration in terms of
trade may either improve or worsen the real trade balance, depending on various
factors, such as the impact on the real interest rate or the behavior of the discount
factor, which is linked to the assumptions regarding the stationarity of equilibrium.
Therefore, under the ORS effect, we can anticipate that the positive relationship
between terms of trade and the trade balance diminishes as the persistence of terms
of trade shocks increases.
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8.4 Building the Model

This section presents the main components of the model, with particular emphasis
on terms of trade shocks. A critical aspect of this model is the incorporation of
nontradable goods. For these goods, the quantities used for consumption and invest-
ment must be sourced locally. Positive wealth effects, which promote increased
consumption, tend to shift resources toward the nontradable sector. This shift is
expected to manifest in the prices of nontradable goods, impacting the consumer
price index (p¢). Consequently, the relative price of the domestic consumption
basket is anticipated to rise in comparison to the foreign one, leading to an
appreciation of the real exchange rate. This mechanism allows the model to align
with the cyclical behavior of the real exchange rate, as the dynamics resulting from
productivity shocks yield distinct empirical predictions.

8.4.1 Households

[A] Preferences The economy is composed of infinitely lived households deriving
utility from consumption denoted as ¢; and leisure represented by /,. The immediate
utility function employed in this chapter is as follows:

()™

el = 7=

where w is the labor supply elasticity and y is the intertemporal inverse elasticity of
substitution in consumption.

Aggregated consumption, denoted as ¢;, is an index composed of the consump-
tion of tradables, denoted as c,T , and nontradables, denoted as c}'. This index is
expressed in the form of a constant elasticity of substitution (CES) function:

o=+ @] (8.1)

where 1/(1+ p) is the elasticity of substitution between tradables and nontradables.

The consumption of tradable goods considers both exportable goods (c*) and
importable goods (c), which are expressed in a Cobb-Douglas form with unitary
elasticity:

o =(HH' (8.2)

where a represents the share of expenditure in exportable goods (c;) in the total
expenditure on tradable goods.
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Table 8.3 Supply of households to firms

Variables Name Sector

kf Capital for importable-producing firms Tradable sector

k* Capital for exportable-producing firms

n' Labor for importable-producing firms

h* Labor for exportable-producing firms

k" Capital for nontradable- producing firms Nontradable sector
h" Labor for nontradable-producing firms

[B] Production Factors The model outlines the involvement of households in
two distinct sectors: the tradable sector and the nontradable sector. The tradable
sector further encompasses two key industries: the exportables industry and the
importables industry. Conversely, the nontradable sector is solely represented by the
domestic industry, which is responsible for producing nontradables. In each sector, a
continuum of representative firms operates with the goal of maximizing their profits.
Households possess dedicated capital and workforce for each industry, ensuring that
both capital and labor are exclusively directed to firms within the relevant sector.
Table 8.3 illustrates the factors supplied by households across the economy.

We also consider some specific simplifying assumptions. The model in Mendoza
(1995) assumes an inelastic supply of labor for the tradable sector (h* and 4") and
capital for the nontradable sector (k). In essence, these variables remain constant
over time, without any fluctuations, as they do not reflect decisions taken by agents.
Since that model is solved in a centralized manner, there is no need to account
for the equilibrium price of these factors. In our case, we solve the model in a
decentralized manner. This assumption will not affect the main predictions of the
model. Households will choose the levels allocated to firms for k,f , kY, and A},
while 2/, h*, and k" remain unchanged.

Capital is homogeneous in the tradable sector; therefore, k,T is defined as the sum
of both stocks of capital for exportable- and importable-producing firms. Therefore,
k,T , the level of capital stock in the tradables sector, follows:

kI =k + k" (8.3)

[C] Law of Motion for Capital It is assumed that only families in the home
country own the capital within the economy. Domestic households invest in period ¢
to supply capital in period 7 + 1. Households choose how much capital is supplied to
exportable- and importable-producing firms by choosing investment itT . Since k" is
fixed over time, the level of investment in capital for nontradable-producing firms i"
should also be fixed. The laws of motion for capital in the tradable and nontradable
sectors are

ki ==k +i (8.4)
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K" = (1 —8)k" +i" (8.5)

where § € [0, 1) represents the capital depreciation rate. Again, k" does not have
the subscript ¢ because it is inelastically supplied and therefore is time invariant.

[D] Time and Budget Constraints Households are bound by a time constraint,
with a fixed amount of available time, denoted as H, in each period 7. The
endowment of time, subtracted by the fixed hours supplied to the tradable sector,
h* and h™, is allocated to labor hours A} or to leisure /;. Consequently, the labor
supplied to each industry conforms to the following equation:

L+ h+h"+h"=H (8.6)
In turn, the households’ budget constraint is given by

pice+i" + &+ (U= Ok + Byt + S k[ — &) (8.7)
= weh! + rFk] + wihS + wh" 4+ A (7] B+ T+ T 4 1T
where w,h"* represents the real wage income and r¥k! stands for the real capital
rent received from the tradable sector (importables and exportable-producing firms).
The payments received from the production factors with fixed supply are given by
wyh*, wih™, and r,k” k™. The payoffs from the bonds acquired in the previous period

are represented by (1 + rtf_ 1) B:. As usual, ¢; and itT represent consumption and

T

R kI') represents the

investment in the tradable sector, respectively. Finally, @ (k
capital adjustment costs.

By consolidating all components into a single equation, we derive the expression
for the household budget constraint. The variable i can be substituted using the
capital law of motion from Eq. (8.4).

[E] Closing the Model As in the previous chapter, to induce stationarity, we
assume that the interest rate is elastic to the level of net foreign assets, following
Schmitt-Grohe and Uribe (2003). That is, as B; falls below its long-run level B,
the risk premium component of the interest rate increases. We can express this
relationship as follows:

rtf =r"+rp; (8.8)

where rp; is the risk premium, defined as

rpr = Xx(exp (B — B;) — 1),
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where x > 0 and B is the exogenous level of steady-state net foreign assets.'

[F] Optimization Problem The objective of households is to maximize their
expected discounted utility stream by determining the optimal trajectory for con-

sumption c;, leisure /;, capital in the tradable sector ktT , and noncontingent bonds

B;4+1 which yield an interest rate of rtf in the subsequent period:

1!~y

Max  Eq Z gl (C’ )
{ende kD Brn}f2

subject to the time and private budget constraints from Eqgs. (8.6) and (8.7).

In order to streamline the problem, Eq. (8.6) can be employed within Eq. (8.7) to
substitute /). Consequently, the corresponding Lagrangian takes the form:

o o[ ()Y
/3=E(){Z,3t|:l[_—y+)»,<w,(H—l, )+rrkz+wfhx
t=0

Fwl " R (Ll B — pley — K+ (1= 8K
— By — Pk —kf))“

The first-order conditions (FOCs) for period “t” are

{ci}: (Ctlfu)_yllw = )»tP;C

(L) @)V qol®t = aw,
(Bs): e = BE (141
() 2+ @Ky = kD) = BE [hiOfy + (1= 8) + ]y — K ) |

From the FOCs of ¢; and By, the Euler equation for consumption is
expressed as

|V (@ - (c [® YTV [@®
N [(Hrif)—( ) ’“] (8.9)
Pr Pit1

Similarly, from FOCs of /; and ¢;, we obtain the labor supply:

- = (8.10)

! For simplicity, we assume that households take the interest rate, r/, as given. Relaxing this
assumption does not alter the main results of the model.
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: 1 . (1)1
Denote the marginal utility of consumption as U, = ~——+—=-

t
to A; from the FOC of c¢;. Therefore, from the FOCs of ktT 41 and B;y1, we arrive to
the optimality condition for investment:

. Then, U, is equal

M1+ STy = kD) = BE: Ay + (= 8) + 9y =K

U, U.
p—cct(1 + ¢kl — kD)) = BE: |:pcct+1 iy + (1 =8) + ¢kl — krT+1)):|
: 1+1

8.11)

[G] Expenditure Minimization Problems In order to derive the demand for
nontradables in relation to tradables, we formulate the expenditure minimization
problem. The objective of this problem is to minimize the expenditure on the
consumption of goods c,T and c}, subject to the definition of ¢; as specified in
Eq. (8.1). Since the model is defined in units of importables, the relative prices of
tradables and nontradables are p! and p:

_1
Min  plcl + plic"  subject to ct=[(cf )—“+(c;’)—“] g

{el e

The Lagrangian of the problem is as follows:
_1
L= ptTctT + plef + A <c, — [(C,T)_“ + (cf)_“] ”)

The first-order conditions are

1

1 —ul o
(e ﬂ(; [+ @™ " Emeh™ 1)

1

1 | .
(e} p?=x(; [+ @™ " Cmen™ 1)

The way the optimization was stated allows the Lagrange multiplier to be
interpreted as the price of ¢;. This implies that A = p¢. Then, from the FOC of ¢/

- =1
ptT — ptc (I:(CTT)fu + ((?;1)7/1] m (1+M)(CIT)7/L71>

pl =pf (c‘r”"(cf)"“l)
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I+
T _ ¢ t
b= Py s
1
TN T
C
S (p—’) (8.12)
C[ pt

This problem is symmetric, so an analogous result is obtained when working

with the FOC of c}':
o _ (P 8.13
7 (5) o

The same procedure is applied to obtain the relative demands for exportable (c;)
and importable (c}*) goods. In this case, the objective function is the expenditure
on consumption of goods ¢; and ¢} in units of importable goods subject to the
definition of ctT , provided in Eq.(8.2). Since the model is defined in units of
importables, the relative price of exportables is p; ; therefore, it reflects the terms of
trade. The stochastic process for this price will be specified later on the chapter:

Min  pfef 4c¢™ subjectto ¢ = (¢F) (")
{cf e}

The Lagrangian of the problem is as follows:
L=pic;+c"+ A (c,T — (cf)“(cf”)l’“)
The first-order conditions are

(€1 pf =2 (ateh ')
{c"} lzk((l —a)(cH) () _a)

The way the optimization was stated allows the Lagrange multiplier to be
interpreted as the price of ¢/ . Then, from equation the FOC of ¢}

pi = pl (alehH* ')

T X
c 1p
=== (8.14)
Ct a py
This problem is also symmetric; therefore, for c}*, we obtain
cr 11
— = — (8.15)

" 1—ap]
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Table 8.4 Household equations

379

Description

1. Law of motion for capital:

kKl =0 =8k +i

2. Tradable capital:
I A

3. Time constraint:
Li+h!+h*+hn" =H

4. Real interest rate:

rtf =r*+rp;

5. Risk premium:

rp= x (B — 1)

6. Euler equation for consumption:

LRy |:(1 + r,‘f)—(c”'llrw+l)_ylrw+| ]

Pi ptc+l

7. Euler equation for investment:

U
Py

S+l — kD) = BE |

Lk =9+ 0k — k)]

8. Labor supply:

We
C
Pt

G
I

9. Demand for ¢ :

1
@ (i) T
c,T Py

10. Demand for ¢}’

1
N\ T2
o — (p)
< Pi

11. Demand for ¢}

Table 8.4 summarizes the main equations that describe the household’s behavior
represented by Egs. (8.4), (8.6), (8.9), (8.10), (8.11), (8.12), (8.13), (8.14), and

(8.15).
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8.4.2 Firms

There are three types of firms in this economy: [A] exportable-, [B] importabl, and
[C] nontradable-producing firms. Since households supply homogeneous capital for
the tradable sector, the optimal allocation of capital across firms in this sector is
determined by the equalization of the marginal products of k; and k}". As shown
below, the marginal productivity of capital is equal to the marginal cost of capital.
Therefore, both exportable- and importable-producing firms will pay the same

capital rental rate, denoted as rtk.

[A] Exportable-Producing Firms These firms decide the level of labor i} and
capital k; employed in the production process. The profits of the firm are given by

I} = pf QAT ()™ ()™ — riky —wihy

where A} is an exogenous and stochastic productivity shock, Q is a parameter that
scales total factor productivity, and 0 < «* < 1. The labor and capital factor prices
are w’ and r¥, respectively. The firms choose the levels of labor 4} and capital k}
that maximize its profits. The first-order conditions are

antx XX O A (K 1—a* hr at—1 _ o x _
By :}Olth t(t) (t) wt—O
t
o pr QAT ()~ ()™ ! = wf
oIT?

o = (1 —a)pf QAT (k)™ (h)* —rk =0

(1 — o) pf QAT (k)™ ()" =rk

[B] Importable-Producing Firms These firms decide the level of labor A" and
capital k}* employed in the production process. The profits of the firms are given by

" = plr QAT (k'™ (™" — rfk" — w]*h}" (8.16)

where A}* is an exogenous and stochastic productivity shock. The firms choose the
level of labor i7" and capital &} that maximizes its profits. The first-order conditions
are

antm m

g = @ PIQAT W G —wpt =0

o i QAT k! (i)™ T = !
arr"

o = (1= ™) pm QA (kM= (B — rk =0
t
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(1 —a™pm QA™ (kM) =" (W™ = rk (8.17)
where we have used the assumption that p™ = 1, as we express all series in terms
of importables.

[C] Nontradable-Producing Firms These firms decide the level of labor 4} and
capital k' employed in the production process. The profits of the firm are given by

I = p QAT )™ (W)™ — wihf — k]

where A} is an exogenous and stochastic productivity shock. The firms choose
the level of labor A} and capital &} that maximizes their profits. The first-order
conditions are

817tn n.n nopnyl—a o =1 _
Bh" — pz QAz(kz) (ht) wl—O
t
o i QAT (k) () T = wy
I

S = (1= )P QAT ()™ ()" —rf" =0
t

(1= ") P QAT (k)™ ()™ = rf" (8.18)

Turning to market equilibrium, the labor market in the tradable sector and the
capital market in the nontradable sector exhibit perfectly inelastic supply curves.
Consequently, equilibrium prices in these markets are determined by the factor
demands. We define the production functions of the firms as

yE = QA (kI (R (8.19)
Y= QAT (kM (" (8.20)
yt= QA" KM (™ (8.21)

where y;, y/", and y;' are the exportable, importable, and nontradable production,
respectively.
With the production technologies, we can express the factors’ demand as

X
xpx i

Py = wy (8.22)
X 1, X

(1—a" p;cfy' —rk (8.23)
ym

oL =y (8.24)

hm
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Table 8.5 Firms equations Description
13. Exportables’ production function:
V= QAT D T ()™
14. Capital demand from exportable-producing firms:
a —a")fp'};ﬁ =rf
15. Labor demand from exportable-producing firms:
o p‘;‘l R w?
16. Importables’ production function:
ytm — QA;” (k;n)l—am (hm)am
17. Capital demand from importable-producing firms:
(A —a™gr =rf
18. Labor demand from importable-producing firms:
o™ ;'r;; — w;n
19. Nontradables’ production function:
W= QAT RN T ()
20. Capital demand from nontradable-producing firms:
(1 —am 2t =l
21. Labor demand from nontradable-producing firms:
o

oy
n Ii,ht = wy,

m
(1— o™it = (8.25)
oz"p”y—t = w; (8.26)
(1 —a™)ptdn — phn 8.27
Pt X =T (8.27)
n

Table 8.5 summarizes the Eqs. (8.19)—(8.27) from the firms’ problem.

8.4.3 Market Clearing and Shock Definitions

The resource constraint for the tradable sector, which includes the importable and
exportables sectors, is expressed in units of importables:
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¢

e e +il + Sk, — kD + B = piyf "+ (41 DB, (828)

For the nontradable sector, the resource constraint is as follows:
ct+ k" —(1=8k" =y; (8.29)

It is essential to construct a GDP measure that is comparable to conventional
real GDP and consistent with the concept of aggregated Cobb-Douglas technology.
In this case, the sectoral Cobb-Douglas production functions for tradables are
constructed as follows:

=DM (8.30)
And the aggregate Cobb-Douglas function is then defined as

yi =D oM (8.31)

where x represents the weight of tradables in the final goods production.

In this economy, the shocks affecting the economy are the shock to terms of trade,
€’ and the shock to productivity in tradable sector, elT . The stochastic processes are
the following:

In(py) = pIn(p_p) +€', € ~N©O0%) (8.32)
In(AY) = pIn(A* ) +p"ef +€!, € ~ N, ale) (8.33)
In(A”) = pIn(A™ ) + pTel + € (8.34)
In(A7) = pIn(A}_ )+ p" (p" el +€)) (8.35)

The parameters p, p!, and p" stand for the persistence of the shocks, the
correlation between the terms of trade and productivity in the tradable sector, and
the correlation between the productivity of the tradable sector and the nontradable
sector, respectively.

8.4.4 Expressing Variables at Import Prices

Since the data moments were reported at import prices, all variables under analysis
need to be expressed in the same unit of measure to maintain consistency with the

data. In the model, both the investment in the tradable sector i,T and the ratio of

the trade balance to output % are already measured at import prices. However,

variables like consumption ¢; and aggregated output y; are measured in units of
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each variable (they are essentially composite or other variables). Therefore, it is
necessary to construct both a relative price of consumption p; and a relative price
of aggregated output p; , to express these variables in units of import prices.

For this purpose, we employ the same strategy, which involves formulating
an expenditure minimization problem. This time, it pertains to exportables and
importables in the context of tradables; therefore, the problem is

)l—a T

Min  pfyf +y" subjectto () =y

0™
The Lagrange of the problem is as follows:
£=piyf 4 (30 = oHom' )
The first-order conditions are
iy P =2 (a(yf)“*‘(yén)‘*“)
s 1=A(A-a0)*OM™)
The way the optimization was stated allows the Lagrange multiplier to be interpreted

as the price of y!. This implies that A = p!. Then, from the FOC of y’, it is
elaborated:

pi = ap/ GH M
T
Y
i =apl (8.36)
Vi
This problem is symmetric; therefore, working with equation the FOC of y;"
T v
1=0-a)p; #m (8.37)

t

Up to this point, it is possible to find an expression for p,. The definition of
output from tradable sector is ytT = (N (y;")l_“; then, Eqgs. (8.36) and (8.37)
are replaced in this expression as follows:

T r Pl ¢ T 1\ ¢
= <ayz p—tx> ((1 _a)yz Py )

t
v =piylat () -a)'

pl =a(pH* (1 —a)~ 7. (8.38)
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Notice that p! is expressed in terms of parameters and p;, which is useful for
defining its steady-state value.

It is also necessary to find the price of output at import prices. Here, the
expenditure minimization problem is

Min = p{yl 4 piy sublectio y = ()OI
Y oVt

The Lagrangian of the problem is as follows:
L=plyl +p/y +x (yt - (y,T)“(yt”)l‘“)
The first-order conditions are
iy el =2 (a(yf)“*l(yf)lf“)
or: e = (=00 on™)

The way the optimization was stated allows the Lagrange multiplier to be
interpreted as the price of y;. This implies that » = p; . From the FOC of ytT

(D mt-e
pl =ap] (—’ 3
i

Y
pl =ap] = (8.39)
Vi
This problem is symmetric; thus, a similar result is obtained when working with
the FOC of y;':
Y
pr=(- a)p;vy—; (8.40)
t

Output is defined as an aggregate production function, using a weighted geomet-
ric average of sectoral production functions. This implies y; = (y/)*(y,)!™*. In
order to obtain the price level of output y; in terms of import goods, we replace the
Egs. (8.39) and (8.40) as follows:

Y\ K vy 1=«
= <Kytp—t> ((1 - K))’tp—t)
pl Pl

=0 (=) ()
P e — a0 I
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v p_f a 1 1—a\ ¥ ptn 1—«
bi _<<Ka) (K(l—a)) ) <1—K>

To obtain the price of consumption in terms of import goods p;, we need to use
the demands of each type of consumption derived in the minimization problem in
the section above; these are

-
o p
<t T
4 —(-a)
oI b
_1
Recall the definition from consumption ¢; = [(c/)™* + (¢/)™*] *. Then, it

follows that

pC T+ I pC Hl—u H _)LL
“= “ (_;) + “ (_;>
V2 Py
_1
1\ TH L\ TH Iz
oL 1\ e 1\ T
¢ = c(py) e — ||\ =
D: Py

1+

m

ﬁ=[@ﬂa—m*“%ﬁfym+wﬁﬁﬂ (8.41)

This expression for p{ represents the consumer price index (CPI) of the model.

To ensure that the analysis of the model’s variables aligns with the data, we
consider the aggregated variables of output and consumption at import prices. As
a result, the deflators obtained in this section convert these variables from their unit
of measurement to import prices. Consequently, we define output at import prices

(y;"") and consumption at import prices (c; ") as follows:

' =ply (8.42)

imp

A" = pee, (8.43)
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8.4.5 External Sector

One of the objectives of the model is to study the relationship between terms of
trade and international variables, such as trade balance and real exchange rate. The
trade balance is defined as in the previous chapter:

f
B —(1+r B
(th]y), = —+ (y =B (8.44)
t

The real exchange rate bears varying interpretations within equilibrium models. In
particular, in three-good models, a more accurate measurement of the real exchange
rate is achieved by employing the domestic relative price of aggregate consumption
p¢—a metric which is a function of both p}" and p;. The real exchange rate indicates
the relative price of the consumption basket in the home country in terms of the
consumption basket in the foreign country:

I+u

= W
RER, = [(a_“(l —a) ) 4 (p?)'ﬁ“}
Finally, the interest rate differential is measured as follows:

int_diff = 2L (1417 = (1+7%)
p

t—1

Table 8.6 summarizes the main equations from the sections above. Together with
Tables 8.4 and 8.5, it contains all the remaining equations needed to solve the model.

8.4.6 Parametrization

Parametrization corresponds to the values in Mendoza (1995). Table 8.7 shows the
values associated with the model parameters.

8.4.7 Steady State

Calculating the steady state analytically presents a challenge due to the intricate
nature of the involved nonlinear equations.

n_n
First, the ratio of expenditure on nontradables to expenditure on tradables, %,

is established at 0.87. Furthermore, the allocation of time follows this distribut[iotn:
10% is allocated to the tradable sector, with 5% allocated to each industry within it,
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Table 8.6 Rest of the model

Description

22. Resource constraint for the tradable sector:

pref+ e +il + Sl — kD2 + By = piyf + 3" + (A +rl DB

23. Resource constraint for the nontradable sector:
cf + k"= (1 —=80)k" =y

24. Tradable Cobb-Douglas production function:
v =0H10m

25. Aggregate Cobb-Douglas production function:
ye=GHrom

26. Terms of trade :

In(pf) = pIn(p’_ ) + ¢’

27. Exportables firms productivity:
In(AY) = pIn(AF_ )+ pT

28. Importables firms productivity:
In(A?) = pIn(A™ ) + pTel + €

29. Nontradables firms productivity:
In(A") = pIn(A”_ )+ pN (pTel +€l)

30. Price index for aggregate Cobb-Douglas production function:

x\ 4 1—a\* n o\ L=k
y_ (2 1 P
P = ((x&) (K(l—a)) > (1—',<)

31. Output at import prices:

im
"= piv
32. Consumption at import prices:
C;mp = pic

33. Ratio trade balance to output:

_ B—U+rl DB
@b/y) = B

34. Real exchange rate:

.

RER; = [(a (1= 00 (p)) ™ + (o 7

35. Interest rate differential:

int_diff = p{’f (147 — (1 +r%
=1
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Table 8.7 Parametrization

Parameter Value Description

H 100 Total time available for leisure or labor

exp_share 0.87 Ratio of expenditure on nontradables to expenditure on tradables
0 1 Scale parameter for total factor productivity

K 0.5 Share of exportables in total tradable consumption

P 0.414 Shock persistence

pT 0.165 Correlation between p* and A*,A™

pN 0.95 Correlation between A*, A" and A"

r* 0.04 Steady-state foreign interest rate

ot 0.51 Labor share in income from exportables

o™ 0.73 Labor share in income from importables

a’ 0.56 Labor share in income from nontradables

) 0.1 Depreciation rate uniform across sectors

¢ 0.028 Capital adjustment costs

y 1.5 Intertemporal inverse elasticity

" 0.35 Elasticity of subs. between tradables and nontradables
a 0.3 Share of expenditure in exportable goods

w 2.08 Labor supply elasticity

o) 0.019 Terms of trade shock

or 0.019 Productivity shock in the tradable sector

and an additional 11,39% is allocated to the nontradable sector. As a result, the time-
invariant variables representing labor for exportables and importable-producing
firms both assume a value of 5 (h* = 5, k™ = 5), while leisure during the steady-
state /g is 78.61. Additionally, a value of 15 is imposed on the time-invariant capital
in the nontradable sector k".

From the time constraint, Eq. (8.6), the available time allocated in leisure in
steady state is given by

lyy = H — h", — h* — h"
Iy =100 — 1139 =5 —5
lys = 78.61 (8.45)

From the definition of the risk premium, Eq. (8.9)

rpss = x (BB — 1)

rpss = x (BB — 1)
rpss =0 (8.46)
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From the definition of the real interest rate, given the value of 7 py;

rsfszr*“'rpsx

rlo=r* (8.47)
From the Euler equation for consumption, we obtain

(Csslsa;z_ylsag =B+ ”) (culm)
Dss Pss

1=B(1+r)
1

B 1+ r{;
B = ! (8.48)
R ’
From the optimality condition for investment, we obtain
U.
(14 P lhos — k) = B Bis ok (1= 8) iy, — ki)
UCAJ YS‘
1= ﬁ(rss + (1 -=9))
k 1
T =g (I=9) (8.49)

Using the capital demands from the firms of the tradable sector, Eqs. (8.23) and
(8.25), and the fact that k] = kF + k", we obtain k7, k™, and k. :

rk —1/a™
K" = <m> " (8.50)
rk —1/a*
kY = <m> h (8.51)
kL = k™ 4k (8.52)

From the production function for each sector in Egs. (8.19), (8.20), and (8.21),
we obtain the levels of y7,, yii, and y!.:

yE = Qi) (o) (8.53)
Y= k=" (" (8.54)
Y= Q™M) (h ) (8.55)
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The measure for domestic GDP, Eq. (8.31), defines the steady state of aggregated
output:

yoo = (020 0m' ) Gr)' (8.:56)
From the law of motion for capital, Eq. (8.4), we obtain the level of i £
il =kl — (1 -8kl = sk (8.57)
From the market-clearing condition, Eq. (8.29), we obtain the level of ci,:
Cyy = Yy — OK" (8.58)

The definition of the price of tradables, Eq.(8.38), obtained in the expenditure
minimization problem defines the steady-state level of ptT :

pl=a1-a)~ 0™ (8.59)

From the relative demands for ¢/ and ¢/, we divide the terms in Egs. (8.12) and
(8.13) and arrive to

If we work with this equation further, we can obtain the expenditure share,

T ,T
defined as %, and the level of pf:
SsEss

CTpT (I+p)/p
pgs — ( Ss ,x‘,x‘) pSTS — (0~87)(1+M)/MPSTS (8.60)

/] n
¢ SS p SS

From the CPI definition, Eq. (8.41), the steady state level of py is:

(I+w) /1
) (8.61)

pe, = ((pSTS)u/(HM) F (phy/ 1w

From the relative demand for c}", Eq(8.15), we obtain the level of cJ;:

m
1 Css
_T_T =1—-a
Dss Cs

non
T T CssPss
ss Pss n

m
"= —a)
SSs
CSSP?S
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l’l pn
M= (1— G)%
(C ]Jgg)/(cx\jy
Cys Ps:
i = (1 —a)= = (8.62)
The level of ¢} is obtained straightforward, using Eq. (8.14):
a
cy = - ac;"s (8.63)
From Eq. (8.1), we obtain the level of cy;:
_ _ )\ "W
Css = ((csTS) K () “) (8.64)

From the demand for labor from the exportable-, importable-, and nontradable-
producing firms and the demand for capital from the nontradable-producing firms,

we obtain an expression for the levels of wys, w?;, w™, and X

P (8.65)
s§ — pg; hn N

W, = o, 28 (8.66)
ss 5 px .

W = g (8.67)
ss hm .

ri = (1= aMQ(pi) (R K™ (8.68)

Equations (8.45)—(8.68) define the steady state of the entire model.

8.4.8 Model Solution

Tables 8.4, 8.5, and 8.6 present the 35 nonlinear equations and variables of the
model, constituting a nonlinear system. For ease of log-linearization, each variable
is expressed in Dynare as exp(xx), where xx = Inx,. However, the following
variables are denoted in Dynare as x: foreign assets (B;), terms of trade disturbance
(p7), labor for nontradable-producing firms (h}), leisure (I;), capital rent in the
tradable sector (r ), capital rent for nontradable-producing ﬁrms (r; kny " productivity
disturbances across sectors (A}, A}*, A}), real interest rate (r, ), risk premium (rp,),

interest differential (intziff), trade balance to output ratio (tb/y),;, and current
account to output ratio (ca/y);.
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Dynare conducts linearization of variables represented in logarithms and levels to
derive variables in log deviations and deviations from their steady state, respectively.
Specifically, Dynare expresses the log-deviation variable as Xt = Inx; — Inxss,
where x; represents the variable of interest and x; denotes its steady-state value.
Similarly, the deviation variable is expressed as Xt = x; — xss. These variables are
utilized by Dynare to compute steady states, policy and state functions, impulse-
response functions, and theoretical moments.

8.5 Impulse-Response Analysis

This section examines the impulse-response functions of the model variables
induced by a terms of trade shock and a uniform productivity shock across sectors.

8.5.1 Impulse-Response Functions to Terms of Trade Shock

Figure 8.2 plots the response of the aggregated variables measured at import prices.

Firstly, an improvement in the terms of trade induces to shift capital from
importables to exportables industry. Because capital is homogeneous, firms allocate
more capital to the exportables sector and less capital in the importables sector until
returns on capital from both industries equalize, given a stock of capital available
to tradable sector. This capital reallocation over time from the importables sector to
the exportables sector is depicted in Fig. 8.3.

Indeed, with reference to Egs. (8.23) and (8.25), the marginal productivity of cap-
ital remains equal across the tradable industries. Hence, employing the definitions
of output for exports and imports, we can derive the following relationship:

DA
k' k"

QAT (k)™ (W)™ = pf QA™ (kK™= (h™)*"

Turning to the optimality condition for investment, a terms of trade shock
prompts an economic expansion. This occurs because the expected returns from
capital in the tradable sector increase, leading households to reallocate resources
toward accumulating capital for the production of exportables in the subsequent
period, as shown in Fig. 8.2.

When the price of exportable goods rises due to the expenditure switching
effect, households tend to consume more importable goods and fewer exportable
goods within the basket of tradable goods. This causes a shift in production from
importable to exportable goods, while consumption shifts from exportables to
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Fig. 8.2 Effects of a terms of trade shock

importables. Understanding these dynamics requires considering the “price effects”
as pivotal. As illustrated in Fig. 8.2, the increase in real output is proportionally
smaller than the increase in consumption and investment. These dynamics typically
signal a deterioration in the trade balance. However, as output shifts toward the
production of exportable goods and consumption moves toward importable goods,
the economy achieves a positive trade balance and accumulates net foreign assets
in terms of value. Consequently, output at import prices experiences a significant
increase, primarily due to the direct positive impact of the terms of trade on
purchasing power, as depicted in Fig. 8.4.

Consumption of nontradables also increases. Given this increment, total con-
sumption at import prices increases after the shock. Figure 8.4 plots the response of
the composite goods and the relative prices. This result aligns with the Harberger-
Laursen-Metzler (HLM) effect.

Figure 8.4 also illustrates that both p} and RE R, increase in response to the
terms of trade shock, triggering a real appreciation. The increase in p} underscores
the fact that the increased demand for nontradables is met with a nearly unaltered
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Fig. 8.3 Effects of a terms of trade shock on capital allocations

supply, which yields a rise in p}'. Given the structure of the consumer price index
(CPI), which contains p;, the shock results in an appreciation of the real exchange
rate.

For this reason, a positive real interest rate differential increases alongside the
real appreciation. Consequently, the anticipated realignment of the real exchange
rate results in a negative interest rate differential. As the terms of trade shock
gradually diminishes, less capital needs to be allocated to the exportables sector
compared to the importables sector to equalize returns between both sectors.
The growth rate of output at import prices slows down, reflecting the declining
purchasing power of exports and the return of capital k,T to its initial level. This
convergence follows a monotonic path toward equilibrium.

Similarly, consumption c,”” follows a monotonically convergent trajectory,
albeit at a slower pace. This slower pace is attributed to trade surpluses in earlier
periods that finance subsequent deficits. Likewise, the ratio of the trade balance to
output (tb/y), requires time to fully return to its initial equilibrium. Thus, surpluses
from earlier periods are offset by deficits over multiple future periods.



396 8 Nontradable Goods in a Small Open Economy RBC

04 Real Exchange Rate 05 Relative Price of nontradables 04 Labor in Nontradables
0.3 0.4 0.3
0.3
0.2 0.2
0.2
0.1 04 0.1
0 0 0
10 20 30 40 50 10 20 30 40 50 10 20 30 40 50
Tradables Consumption Nontradables Consumption Real Interest Differential
0.25 0.025 0.4
0.2 0.02
0.2
0.15 0.015
0.1 0.01
0 —
0.05 0.005
0 0 0.2
10 20 30 40 50 10 20 30 40 50 10 20 30 40 50
05 Wages-Nontradables Wages-Exportables o Wages-Importables
1
0.4 0
0.8
0.3
0.6 -0.1
0.2
0.4
01 02 -0.2
0 0 0.3
10 20 30 40 50 10 20 30 40 50 10 20 30 40 50

Fig. 8.4 Effects of a terms of trade shock

8.5.2 Impulse-Response Functions to Productivity Shock
Across Sectors

Figure 8.5 depicts the response of aggregated variables measured at import prices.

The dynamics caused by productivity shocks exhibit distinct differences com-
pared to those induced by a terms of trade (TOT) shock. First and foremost,
the productivity shock triggers a more robust surge in net exports. This outcome
materializes due to the uniform enhancement in productivity across both tradable
and nontradable sectors, generating a potent wealth effect that prompts households
to amplify their savings. Given that capital remains fixed in the nontradeable
sector, these heightened savings predominantly find allocation in foreign assets.
Additionally, the variance-covariance and autocorrelation structures of the shocks
curtail significant deviations in the anticipated, risk-adjusted differentials between
domestic marginal products of capital in the tradable sector and r*. Consequently,
the substantial variance of the trade balance in the G-7 benchmark can be attributed
to the estimated size of productivity shocks and their positive correlation with TOT
shocks.
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Fig. 8.5 Effects of a productivity shock across sectors

Moreover, the responses of the real exchange rate, the relative price of nontrad-
ables, and the real interest rate differential exhibit their own distinctive patterns.
In the context of the productivity shock, both tradables and nontradables undergo
a substantial supply response, albeit with a slight decline in A} due to a wealth-
induced leisure effect. This decline contributes to a reduction in pj in order to attain
market equilibrium, consequently resulting in a depreciation of the real exchange
rate. Importantly, given that the terms of trade remain unaltered, the magnitude of
real depreciation is smaller than the decline in the price of nontradables p} .

Furthermore, the real interest differential shifts into the negative territory follow-
ing the real exchange rate appreciation. Subsequently, an anticipated appreciation
prompts a change in the direction of the interest differential (Fig. 8.6).

8.5.3 Comparison of Data and Theoretical Moments

Finally, we compare the simulations conducted with the model to actual data. In
this case, we use data of the 42 countries studied in this chapter. We focus on
the moments related to terms of trade and the real exchange rate. The model
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Table 8.8 Comparison of the cyclical behavior of the theoretic model with the empirical data

Data Model
Variable (x;) Px;. Yimp Px;, p* Pxy,xi—1 Pxt ., Yimp Px;, p* Pxy,xi—1
Yimp 1.000 0.420 0.630 1.000 0.526 0.925
Cimp 0.880 0.290 0.630 0.999 0.545 0.923
investment 0.710 0.290 0.590 0.883 0.766 0.768
trade balance —0.100 0.170 0.550 —0.490 0.316 0.588
p* 0.420 1.000 0.660 0.526 1.000 0.473
RER 0.570 0.190 0.640 0.968 0.694 0.857

overestimates the procyclicality of real exchange rate and its relationship with the
terms of trade. The model is also capable of obtaining a stronger negative correlation
between the balance of trade and the business cycle, although the data in the sample
of countries considered shows a weaker one (Table 8.8).



8.7 Codes 399
8.6 Summary

This chapter presents a small open economy RBC model that incorporates three
main features: (i) a nontradable sector, (ii) a tradable sector composed of exportable-
and importable-producing goods, and (iii) a terms of trade shock that affects the
relative price of exports.

The motivation to study such a model serves several purposes. First, terms of
trade shocks are considered one of the key drivers of business cycles, especially in
small open economies with sizable commodity export sectors. Second, it permits
to study the factors behind the reaction of the balance of trade to terms of trade
shocks and disentangle the reasons for the presence of a Harberger-Laursen-Metzler
(HLM) effect or a Obstfeld-Razin-Svensson (ORS) effect. Finally, the presence
of nontradables allows for the study of the business cycle properties of the real
exchange rate, which exhibit a procyclical behavior in the data, a stylized fact hard
to replicate by productivity shocks.

We start by examining the stylized facts linking terms of trade, real exchange
rates, and business cycles in the data. We study a sample of 42 countries covering the
period from 1980 to 2020. The findings confirm the procyclical behavior observed
in the real exchange rate and the positive correlation between terms of trade and
GDP.

We then proceed to introduce the model, closely following Mendoza (1995) and
solve it. We confirm the capacity of the model to match these two stylized facts.
Under positive productivity shocks, output expansion occurs in conjunction with
a fall in nontradable prices. Since importables’ prices are determined by world
markets, this generates a fall in nontradable prices relative to tradable prices on
impact. Since the price of the foreign basket is unaffected, the cheaper domestic
basket represents a real depreciation.

By contrast, a terms of trade shock increases the price of exportables. The
shift on relative prices creates important sectoral dynamics as production shifts to
exportables, while consumption shifts to importables. This reallocation contributes
to the positive wealth effect, also increasing the demand for nontradable goods.
Given the higher demand and low elasticity of supply, the price of nontradable
goods augments. The higher nontradables’ prices represent a real exchange rate
appreciation, which helps obtaining a positive correlation between the real exchange
rate and the business cycle.

8.7 Codes

The model’s solution, along with the impulse-response functions, has been directly
developed in Matlab by creating several m-files and also in Dynare by constructing
a mod-file. The results from both approaches are consistent. However, the advantage
of creating an m-file directly is that it allows for the explicit handling of many details
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in the model’s solution and simulation. Additionally, both the R and Python scripts
for working with the database have been uploaded to the book’s companion website
(Table 8.9).

Table 8.9 Codes in Matlab and Dynare

Codes Description
Matlab
Graphs.m This m-file plots the impulse-response functions of the

model to terms of trade shock and productivity shock
across sectors. It use the mod file Mendoza95_irf.mod

series_chile.m This m-file plots various series of aggregated variables
of Chile for comparison

Dynare

Mendoza95.mod This mod file contains the nonlinear model and is
solved in Dynare

Mendoza95_irf.mod This mod file provides the impulse-response functions

for both the terms of trade and productivity shocks



Appendix A
Dynamic Optimization

A.1 Introduction

This appendix describes the mathematical elements needed in dynamic program-
ming. Each of the models described in the book can be approached by this method,
which is widely used in macroeconomics.

This appendix has two parts. The first contains some concepts of real analysis and
the second contains the main elements of dynamic programming. The objective of
the first part is to emphasize the necessary concepts in this technique; therefore, we
have only focused on some issues of real analysis. In the second part, we have tried
to be explicit in the hypotheses, propositions, and theorems that underlie dynamic
programming so that the reader has a clear overview of this technique. Finally, we
have described an application step by step so that the reader can observe how to use
the technique, and we have left an exercise so that the reader is free to apply what
has been learned.

A.2 Fundamentals of Real Analysis

A.2.1 What Mathematical Concepts Do We Need?

To define what mathematical concepts we need in dynamic programming, it is useful
to start with one of its main theorems called fixed-point theorem for (Banach’s)
contractions.

This theorem indicates the following: let C,(X) the set of continuous and
bounded functions with the norm of the supremum || - || (complete normed vector
space), and then the operator “T,” defined in C,(X), is an application of this space
on itself; that is, T: C,(X) — C,(X), defined as
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TVI1(x) =SMP{V()C:,M:)+/3V(g(xhut))} (A.T)

subject to, u; € I'(x;), satisfies:

1. T[V] € Cu(X)
2. “T” has a single fixed-point “V”: T[V] =V
3. For any Vj € C,(X), it has

IT" (Vo) = VI < B"IVo — VI
Particularly

Lim T"(Vy) = V
n—>0oo

This theorem contains three major concepts, which we will develop here:

1. A space of functions C,(X). To understand this space, it is worth reviewing the
definition of a vector space, a metric space, a normed space, and a complete
space.

2. Contraction T[V]. In particular, we are interested in finding the sufficient
conditions for an operator to be considered a “contraction.”

3. Fixed point (of a contraction). Similarly to the case of contraction, we are
interested in finding some conditions for a contraction to have a “fixed point.”

A.2.2 Concepts (Part 1): Spaces
A.2.2.1 Vectorial Space

A (real) vector space “X” is a set of elements (vectors) with two operations:

1. Addition. For two vectors x, y € X, addition gives a vector “x + y” € X.
2. Scalar multiplication. For a vector x € X and a real number « € R, scalar
multiplication gives a vector “ax” € X.

Furthermore, such operations obey the usual laws of algebra; that is, for
everything x, y,z € X,and «, 8 € R:

c x+y=y+x
s (xt+yt+tz=x+0O+2
c alx+y) =ax+ay
e (x+p)x =ax+ px
* (af)x = a(Bx)
In addition, there exists a vector “0” € X that has the following properties:
e x+0=x
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e Ox=0
Finally
e lx=ux

The following two examples illustrate the properties of a vector space:

Example A.1 (The Cartesian Plane R2) This plane, whose elements have the
following form (x, y) with x,y € R, is a real vector space with the following
operations:

e Addition

(x1, y1) + (x2, y2) = (x1 +x2, y1 + y2)

* Scalar multiplication

a.(x,y) = (ax, ay)

Where “a € R”

Example A.2 (Set of Functions) Let X be a non-empty set. The set RX of all
functions from X to R is a real vector space with the following operations:

¢ Addition

(f +9)(x) = fx) +gx)

* Scalar multiplication

a.f(x) =af(x)
Vx € X,Va € R

e If X = R, then the space of all real functions of real variable is obtained.
e If X is an open interval, say (a, b) or R, and C(X) is the set of continuous
functions of X on R, then C(X) is a real vector space.

Vector Space with Additional Structure Although vector spaces ad hoc represent
an important conceptual element in real analysis, they do not offer a framework
for analyzing whether a sequence of functions converges to another function.
Furthermore, it is not adapted to deal with infinite series, since the sum only allows
a finite number of terms.

Both themes are fundamental in mathematical analysis. For this reason, new
structures are required, such as metric spaces and normed spaces, which are
important in dynamic programming. Before addressing these new structures, it is
worth mentioning that the normed space is a vector space; however, a metric space
may or may not be a vector space.
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A.2.2.2 Metric Space
What Is a Metric? A metric (or distance) is a function “d,” defined as
d:SxS —> R

Such that for all x, y, z € S, the following holds:

(a) d(x,y) = 0, with equality if and only if x = y nonnegativity
(b) d(x,y) =d(y,x) (symmetry)
(c) d(x,z) <d(x,y)+d(y, z) (triangle inequality)

The definition of “metric” summarizes the four basic properties of Euclidean
distance:

1. The distance between different points is strictly positive.
2. The distance of a point from itself is zero.

3. The distance is symmetric.

4. The triangle inequality holds.

What Is a Metric Space? A metric space is a set “S” on which a metric “d”
has been defined. Usually, the pair (S, d) is called a metric space. This concept
is illustrated below with two examples:

Example A.3 (R as a Metric Space) R is a metric space with a distance function
d(x,y) =|x — y|. So, (R, d) is a metric space.

Example A.4 (Space of Functions) The set of functions Cla, b] (continuous
functions of the closed interval [a, b] on R) is a metric space with a distance function
( metrics):

dso : Cla, b]xCla,b] — R
Defined by

doo(f, 8) = sup |f(t) — gl

tela,b]

Then, (Cla, b], dx) is a metric space.

Why Is the Concept of a Metric Space Useful? Metric spaces have four
properties:

¢ Connexed: If a space can be separated into two open sets with empty intersec-
tion, then the space is not connected.

* Separability: Related to countable sets.

¢ Compactness: A space can be described by a finite number of open sets.

* Completeness: Allows us to analyze whether a sequence is convergent without
the need to know its limit.
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The last two properties (compactness and completeness) are essential in real
analysis and in optimization theory. In addition, in metric spaces, you can study
open sets, closed sets, and interior points, among other concepts of sets.

A.2.2.3 Normed (Vector) Space

What Isa Norm? A norm is a function that gives the notion of “length” of a vector.
The norma “|| - || is defined as

I-1:8S—=R

Such that for everything x, y, z € S and o € R it holds that:

(@) |l - |l = 0, with equality if and only if x = 0
(®) flex|l =l o | lIx]]
(© llx +yll = llxll + llyll (triangle inequality)

For example, the norm of the supremo is defined as follows:

£l = sup{lf ()1} (A2)
What Is a Normed Space? A normed space is a vector space “S” in which a
standard has been defined “|| - ||.” The usual notation is as follows: (S, || - ||) it is

called a normed space.
Likewise, any normed space (S, || - ||) is a metric space with the metric given by

d(x,y) = |lx =yl
This metric is called “metric induced by the norm ||-||.” Furthermore, all the concepts
defined for metric spaces apply to normed spaces.
A.2.2.4 Complete Space

Convergence of a Sequence A sequence {x,};°, in S converges to x € S, if for
every € > 0, exists N, such that

d(x,,x) <€, foralln > N, (A.3)
Therefore, a sequence {x,,}7°; in a metric space (S, d) converges to x € § if and
only if the sequence of distances {d(x,, x)}, a sequence in R, converges to zero.

In this case, it is written

X, —> x <= d(x,;,x) — 0



406 A Dynamic Optimization

Cauchy Sequence A sequence {x,};° in S is a Cauchy sequence (satisfies the

Cauchy criterion) if for each € > 0, there exists N, such that
d(x,, xm) < €, foralln, m > N, (A4)

Therefore, a sequence is Cauchy if the points are getting closer to each other. The
advantage of the Cauchy criterion, compared to (A.3), is that (A.4) can be checked
only knowing the sequence {x,};2 . However, for the Cauchy criterion to be useful,
it is necessary to work in spaces where it (the space) implies the existence of a limit
point. So, when can it be affirmed that a Cauchy sequence implies convergence (of
said sequence)? This can be confirmed when we work in complete spaces.

Complete (Metric) Space A metric space (S, d) is complete if every Cauchy
sequence in S converges to an element in S. In a complete space, verifying that
a sequence satisfies the Cauchy criterion is one way to verify the existence of a limit
point in S. It is worth mentioning that a complete normed vector space is called
Banach space.

Complete Normed Space Let X C R!, and let C,(X) be the set of continuous and

bounded functions f : X — R with the norm of the supremum, || f|| = sup|| f(x)|l;
xeX
then

C,(X) is a complete normed vector space.

In this space, the defined metric is d(x, y) = ||x — y||, where x, y are functions.

A.2.3 Concepts (Part I1): Contractions
A.2.3.1 Contraction (Contractive Application)

What Is a Contraction? Let (X, d) be a metric space. An application (function)
onitself 7 : S — S is called contraction (with modulo B) if Vx, y € S, there exists
some B € (0, 1) such that

d(T(x),T(y)) < Bd(x,y)

That is, the distance between the images of the two points is less than the distance
between these points. Every contraction has the following properties:

* A contraction has at least one fixed point.
* The Banach fixed-point theorem states that every contraction over a complete
metric space has a unique fixed point, and therefore, for each x of S, the iterative

sequence x, f(x), f(f(x)), f(f(f(x))), ... converges to the fixed point.
* Every contraction T in a metric space (S, d) is continuous.
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A.2.3.2 Blackwell’s Conditions

Blackwell provides conditions for an operator T to be considered a contraction.

Sufficient Blackwell Conditions for Contractions Let X C R’, and let B(X) be
the space of bounded functions defined on X, f : X — R, with the norm of the
supreme. Let T : B(X) — B(X) be an operator that satisfies

1. (Monotonicity) f, g € B(X)y f(x) < g(x), for all x € X, implies
T[f1(x) < T[gl(x), forallx € X
2. (Discount) is there any § € (0, 1) such that
TIf +alx) <T[fl(x)+ Ba, forall f € B(X),a>0,xe X

Where (f + a)(x) is the function defined by (f + a)(x) = f(x) +a

So, “T” is a contraction with module 8.

A.2.4 Concepts (Part I1l): Fixed Point

A.2.4.1 WhatIs a Fixed Point?

The fixed points of 7' are the elements of S that satisfy
Tx)=x

That is, they are the intersections with the 45 line. In this context, the question
that arises is: under what circumstances can it be ensured that a contraction has a
fixed point? under the conditions of Banach’s theorem.

A.2.4.2 Contractive Application Theorem
If (S, d) is a complete metric space and 7' : S — S is a contractive mapping with
module 8, then:

(a) T has only one fixed-point v € §
(b) Forany vg € S, d(T",vg,v) < B"d(vg,v),n=0,1,2...

This theorem suggests two important issues:

e To ensure that the operator 7 has a unique fixed point, two things are required:
[1] That the workspace (set of functions) is a complete metric space and [2] T is
a contraction.
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* Will converge to that fixed point regardless of where we start to iterate the
operator. This follows from the expression “for any vy € S” in item “b.”

A.3 Dynamic Programming

Dynamic programming is one of the main mathematical tools in macroeconomics.
Its usefulness lies in the fact that it facilitates the solution of recursive models,
common in macroeconomics, by means of Bellman’s “principle of optimality”
(Bellman, 1957). This principle indicates that we can start solving the model from
the last period, considering as given the solution of the previous period. This
recursive process is performed period by period up to the initial period. An excellent
book that explains in greater detail the concepts related to dynamic programming is
that of Stokey and Lucas (1989).

A.3.1 Outlook

In this section, we define what problem we want to solve. In dynamic macroeco-
nomics, usually the problem is defined in sequential terms. This means that the
solution consists of a set of sequences such as the “consumption sequence” {c;}7°,,,
which in extended form is ¢y, c1, ¢2, ¢3...c;... where each consumption value in each
period is the (optimal) equilibrium value that the representative consumer chooses
as a solution to the dynamic optimization problem he/she faces. The interesting
thing about the dynamic programming method is that it transforms this sequential
problem into a functional problem, which is the simplest to solve under certain
conditions. Likewise, in this section, the value function, the Bellman equation, and
the functional problem are defined.

A.3.1.1 What Kind of Problem Do We Want to Solve?

We want to solve a “dynamic optimization” problem, which we will call sequential
problem (SP):

sup > B (x;, up) (A.5)

{ur} =0

s.a :

X1 = g(xr, up)
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Uy € F()C[), t:O, 1,2,

X0 € X given

Where:

1. r(x¢, ug) : return function (instantaneous)
r(x; u;) : XxR™ — R

. B : discount factor, 8 € [0, c0)

. X¢ : state variables vector (x; € R")

. ug : control variables vector (u, € R™)

. g(x¢, uy) : function that describes the evolution of the state variables (function of
transition or movement law)

W B~ W

g(xs,uy) s XxR™ — X

6. I'(x¢) : is a correspondence that describes the possibilities of the control
variable when the economy is in the state “x;”

r:Xx=r"

7. X :is the space of the values that the state variable can take (X C R")
8. x¢ : the initial value of the state variable (initial state)

Example (Brock and Mirman (1972)) The basic growth model is described by
the following problem (in general terms):

o
Max Z,B’lnc,
{c,,k,+1}t°io =0

S.t.
kiv1 = (1 — 8)ks + i;
cr +ir = fke)
¢ty ke > OVt
We call this problem the sequential problem (SP). Considering the following

functional forms: u(c;) = Inc;, f(k;) = k. In addition to the following
assumptions, @ € (0, 1), § = 1, and kg given, if you have the following:
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e¢]

Max Z B'lnc;

{Cr’kH—l}?io =0
S.a:
kiy1 = k;x —Cr
¢t ky >0

There are three ways to solve this type of problem:

1. Method of successive approximations. This method starts from an initial value
of the solution and successively we approach the solution.

2. Dynamic programming. This method solves a dynamic optimization problem
through the analysis of functional equations.

3. Lagrange method. Method that we have used throughout the book and that is
an extension of the Lagrange technique applied to the static model.

A.3.1.2 Function Valor

Bellman (1974) indicates that SP has a recursive property, which allows transform-
ing SP into a functional problem (FP). In this context, a “function value V (xp)”
is defined which indicates the maximum value of the objective function for each
xo = 0:

o0
V(x0) = n{na?{ > Brx, u[)} (A.6)
Uy
t=0
For example, in ¢t = 1, if you have x
o
V(xr) =r?a;<{ Zﬂ"lr(xt,ut)} (A7)
Uy
t=1

A.3.1.3 Bellman Equation

Bellman (1974) transforms the objective function of SP into a functional equation:

V(xo) = ‘?f,‘i‘{ gﬂ’r(xt, u,)}

= Ta;({r(xo, ug) + Brxy, uy) + ,32r(xz, uz)...}
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= r{rlllai({r(xo, up) + ﬁ[r(xl, uy) + ﬁzr(xz, ug)...]}
Vi(x1)

Vi(xo) = I?aic{r(xo, up) + ﬂV(xl)}

This last equation is known as the Bellman equation. This is a functional
equation; that is, it is an equation whose solution is a function (function value).

A.3.1.4 Functional Problem

Substituting the Bellman equation into the SP, we get the FP (for 7):

Vix:) = I&a?{r(m up) + BV (g(x;, uz))} (A.8)
s.a .
utGF(xt), t=0,1,2,...
xo € X dado

This FP deserves three comments:

. The problem of infinite periods (SP) has become a problem of two periods.

. SP recursion is being used (exploited).

3. Now the problem consists of finding the function that solves the FP; that is, the
function value.

N =

A.3.1.5 From SP to FP

Figure A.1 describes the transformation process from SP to FP and how this problem
is solved. The process is as follows: first, the SP is transformed into a FP, whose
solution consists of a function called function value. Second, the FP becomes a
fixed-point problem, which is easier to solve under the “fixed-point” theorem. The
interesting thing about this “new” problem is that the fixed-point theorem suggests
a way to find the solution (function) by iterating the value function. After finding
this function, we proceed to find the policy function that describes the behavior of
the control variables as a function of the state variables; then, the optimal plan of
the control variables is found. Finally, this solution of the fixed-point problem is the
solution of the FP, which by means of the equivalence theorem is the solution of
the SP.
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becomes

Sequential Functional becomes Fixed point

Problem (SP)

Problem (FP) problem

By the fixed point
theorem for

E contractions

Find the fixed point of
the operator T in Ca(X):
TIVIx) = V(x)

The function value (V) is
found

Equivalence
Theorem

Solution SP

(supreme value)

smving'n.e FP
maximization problem

step 1:[\; step

Policy function is found :
h(x)

¢

The optimal plan is
found : {(xt, ut)}

Ca(X): set of all bounded functions

Fig. A.1 From SP to FP and its solution process

A.3.2 Details

In the previous section, we have defined the SP, the FP, and the relationship between
them. Moreover, we have seen how we can transform the SP to a FP. However,
we have not been explicit in the assumptions behind said relationship nor have we
obtained said relationship formally. In this section, we will detail how to go from
SP to FP and what are the hypotheses we need to obtain said relationship.

Hypotheses that Support the Propositions and Theorems In Fig. A.2, the
hypotheses that support the propositions and theorems for the SP and FP are
described. In dynamic programming, there are three main theorems: the first is
the equivalence theorem, which allows transforming SP to FP; the second is the
fixe- point theorem, which allows us to transform the FP into a fixed-point problem.
Finally, the third theorem is about the differentiability of the value function, which
allows us to obtain the solution of the FP by exploiting the properties of the value
function.

Each of these theorems are based on a set of hypotheses (or assumptions).
For example, the first theorem is based on four propositions, which, in turn, are
based on three hypotheses (H1-H3). Likewise, the second theorem is based on two
hypotheses (H4 and HS). Finally, the third theorem is based on eight hypotheses
(H4, H5, and H7-H12). All these hypotheses will be described later in the appendix.
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Hypothesis Propositions Theorems

P1: U solves FP
P2: O solves SP I'l (equivalence
I H1 to H3 - Ol theorem)
P3: dyn. fac. in FP e :
P& dvn. in SP optimality principle
: dyn. fac. in
Supreme H4 and HS I'2 (fixed point for
' contractions )
P5: strictly
> Monotonicity H4 to HT monotonic valued
function
H4, H5 and HT P6: strictly concave
Con ! to H10 value function
I'3 (function value
differentiability
- -
Ll Differentiability Ha, :"‘I‘I':';' H7 theorem)
v Benveniste
3 properties of the Scheinkman theorem

Fig. A.2 Three main theorems in dynamic programming (and their relationship with their
hypotheses and propositions)

A.3.2.1 Optimality Principle

Bellman (1974) proposed a principle, which allowed finding a relationship between
the solution of the SP and the FP. This principle is known as the “principle of
optimality.”

Theorem A.1 (Optimality Principle) The solution V of the FP, evaluated at xo,
gives the value of the supremum in the SP when the initial state is xo. Furthermore,
a sequence {u;};2, reaches the supremum if and only if this sequence satisfies (A.9)

V() =rxg,u) + BV (xi41) (A9)

The question that arises is under what conditions does the principle of
optimality hold? Four propositions together establish the conditions that allow the
solution of the SP and the FP to coincide exactly and that make it possible for the
optimal policies to be those that satisfy (A.9). These propositions are detailed below
(see Fig. A.2):

1. Proposition 1. Establishes that the function of the supremum V for the Sp
satisfies the FP (from SP to FP). However, the functional equation (besides V')
can have other solutions.

2. Proposition 2. Establishes the inverse partially (from FP to SP). It is partial
because a bounding condition is imposed. This proposition prevents the func-
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tional equation from having other solutions because they do not satisfy the strong
transversality condition. The only solution that satisfies this condition is V.

. Proposition 3. Shows that if {u,}7° is a sequence that reaches the supremum in

the SP, then it satisfies (A.9) for

. Proposition 4. States that any sequence {u,};° that satisfies (A.9) for V = 1%

and that also satisfies a bounding condition, then it also reaches the supremum in
SP.

Definitions Before analyzing the hypotheses that support the four propositions, it
is important to mention some definitions:

1.

2.

(O8]

Dynamic feasible from x. Is a succession of states and controls {(x;, u t)}?io in
XxR™ forthe SPifu; € I'(xy) y X441 = g(xs, uy) forallz =0, 1,2....
IT(x0): Set of all feasible dynamics from xg

IT(xo) : {{(x,, ur)}oo, such thatu, € I'(x;), Ve =0, 1, 2}

. Feasible plan from x. It is a sequence of controls {(u,)};2,,.
. Optimal plan from xo. Is a feasible plan {(u])};° that allows you to reach the

supreme SP.

It is worth mentioning that a feasible plan uniquely determines a feasible

dynamic. Therefore, an optimal plan {(u,)}7°, determines an optimal dynamic
{5 U)o

Hypothesis A.1 (I"(x) # ¢ for all x € X)

Hypothesis A.1 ensures that I7(xg) (set of feasible dynamics from xg) is not
empty Vxp € X. This indicates that all feasible plans can be evaluated using
r(x,u) and B.

In the SP, Z?io B'r(x;, u;) could take three values: a finite number, +o00, or
—oo. We want this objective function to be bounded; that is, that the infinite
summation has a finite value.

Hypothesis A.2 (Objective Function) For all xo € X, IM,, € R, such that
Yoo Br(xe, ur) < My, for all feasible dynamics {(x;, us)}r=0,1,2... from xo.

Hypothesis A.2 eliminates the possibility that > 7o B'r(x;, u;) is +0c. To do
this, the set of feasible dynamics is restricted in such a way that said sum is
bounded (superiorly).

However, the objective function (infinite sum) can still take, for sure feasible
dynamics, the value of —oo. Hypothesis A.3 seeks to delimit said dynamics.
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Hypothesis A.3 (Objective Function) For all xgp € X, 3 a dynamically feasible
{(xs, us)}i=0,1,2... since xo and a m,, € R, such that the sequence of partial sums
{Sn}1=0,1,2...50 = Do B'r(xs, uy) satisfies my, < S,.

e Therefore, hypotheses 2 and 3 have the sole purpose of guaranteeing the
existence of a finite value for the supreme of the SP; that is, that the objective
function is well defined for each feasible dynamic {(x;, u;)} € 1"(x0).~

* Based on the above conditions, we can define the “supreme function” V : X — R
to be the supreme value of SP:

o0

V)= sup Y Br(x,u) (A.10)
{Grrun)}el (x0) 1

Where \7(xo) is the supreme value of the SP. This function V is called a “value
function.”

Supreme Function By definition, the function supreme V:X— Ris unique and
satisfies three conditions (considering a generic objective function p(x)):

Vxo)= sup p(x)
x€ll(xg)

1. Si |V (x0)| < oo, then:

* V(xo) = p(), Y(for all) x € 1T (xo)
e Foranye > 0: V(xo) < u(x) + €, for some x € I1(xgp)

2. If |\7(x0)| = 400, then there exists a sequence {xk} in I1(xg) such that
Lim u(xk) = 400
k— 00

3. If |V (x0)| = —o0, then j1(x) = —oo, for all x € IT(xp)

Next, the four propositions that support the principle of optimality are described
in detail.

Proposition A.1 Under hypotheses 1, 2, and 3, V solves the FP.

Proof The proof strategy has two steps. The first is to find the relationship between
the supreme function V' and the functional equation for two different initial values
x1 and xo; the second is to join the result of step 1 for x; and xg.

1. Evaluating at x1: Let € > 0, ug € I'(x¢), and x1 = g(xo, uo)

¢ Since V(xl) is the supreme value of SP with initial value x(+ = 1), then 3
a feasible dynamic from xy, {(x1, u1), (x2, u2), ...}, such that (by the property
of the supreme)
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Y BTG u) = Vixn) —e (A.11)

=1

e It is known that {(xq, uo), (x1, u1), ...} € I1(xp) and that by the property of
the supreme

V(xo) = Y B'rix, up)
t=0

v

r(xo,u0) + B Y _ B r(x, u)

=1
r(xo, uo) + BV (x1) — Be
V(x0) > r(xo, uo) + BV (g(x0, uo)) — Be

v

\

To go from the second to the third line, Eq. (A.11) is used.
* As the last equation is true for all € > 0 and u¢ in any element of I"(xg), then
we have that

V(x0) = r(xo, uo) + BV (g(x0, u0)),  Vug € I'(xp)

* Since the previous equation is true for all ug, then

V(xo) > sup {F(XO,MO)-l-ﬂV(g(XO,Mo))}

upel (xo)

* Generalizing for all “t”

V(x)> sup {r(x,u)+,3\7(g(x,u))} (A.12)
uel (x)

2. Evaluating at xo: Let € > 0, then by definition of supremum, 3 a feasible dynamic
from xg {(xg, ug), (x1, uy1), ...}, such that

Vixo) < Y Br(x,u) +e

t=0

V(x0) < r(xo, uo) + BV (x1) + €

* Since € is arbitrary, then
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V(x0) < r(xo, uo) + BV (g(x0, up))

V(xg) < sup {r(xo, uo) + BV (g(xo, uo))}

ugel (xg)

* Generalizing for all “t”

Vix) < wp{ﬂmu)+ﬁﬁ@@gﬁﬁ (A.13)
uel (x)

3. Joining results: By joining the Eqgs. (A.12) and (A.13), we have

sup P@J0+ﬁv@@MD}SV@)S wp{ﬂmu)+ﬂV@@mD}
uel (x) uel (x)

4. Therefore

~

V(x) = sup {r(x,u)—i—ﬂV(g(x,u))} (A.14)
uel (x)

Which indicates that the supreme function (or value function) is a solution of the
functional equation (FP). ~

5. Proposition 1 indicates that V' is a solution of the FP, but it does not indicate that
it is the only one. In order to ensure that this is the only solution of the FP, an
additional constraint is imposed: “strong transversality condition.” Proposition 2
ensures the above.

Proposition A.2 According to hypotheses 1, 2, and 3, V solves the FP, and if the
strong transversality condition is also met

LimB'V(x;) =0
11— 00

for all xo € X and dynamically feasible {(x;, u;)} from xq, then V=yv (ie, V
solves for the SP ).

Proof In this case, we must prove that V is the supreme function V. The proof
strategy has two steps: the first is to show that for all feasible dynamics from x it
is true that V (xg) > Z?io B'r(x;, u;); the second is to show that for every € > 0, 3
a dynamically feasible {(x;, u;)} from xo, such that V (xg) < > 72 B'r(xs, us) + €.
Both steps ensure that V' is the supreme function (or value function).

1. Step 1a. Since V is a solution of the FP, then V feasible dynamics {(x;, u;)} €
I1(xp), we have

V(.X()) > r(.x(), u()) + ﬁV(XI)(BV SUPREME PROPERTY)
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V(-xl) > V(.X], Ltl) + ,BV(XZ)(FORx])
r(x0. o) + BV (x1) = r(x0. o) + frx1, ur) + BBV (x2)]

BY TRANSITIVITY IN THE IST INEQUALITY:

V(x0) > r(xo, uo) + Br(xi, u1) + >V (x2)

1
V(XO) Z Zﬂtr(.xt, I/tt) + ,32V(x2) (IN COMPACT FORM)
t=0

BY INDUCTION (K STEPS):

k
V(xo) = D B'r(x, u) + BTV (g (A.15)
=0

2. Step 1b. Making k — oo and using the strong transversality condition

k
V(xo) = kLim{ D B ug) + ,3k+lv(xk+l)}
t=0

k
V(xo) = Lim{ > B, u»} + Lim {ﬁ"“vukm}
k— o0 k—o00
t=0
FOR STRONG TRANSVERSALITY CONDITION:

V(xo) = Y B'r(xu) +0

t=0

V(xo) = D Br(x, ) (A.16)

t=0

3. Step 2a. Let € > 0 and {5;};=0,1,2... be a sequence of positive real numbers, such
that

D s <e (A.17)
t=0

Step 2b. Since V resolves the FP, then Jug € I'(x) such that

(BY SUPREME PROPERTY)
V(x0) = r(xo, uo) + BV (x1) +do
THERE ALSO EXISTS #] € I"(X]) SUCH THAT:

V(x1) < r(x1,ur) + BV(x2) + 61
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r(x0. u0) + BV (x1) < r(xo, uo) + Br(xi, u1) + BBV (x2)] + B81
BY TRANSITIVITY IN THE IS8T INEQUALITY:
V(x0) < r(x0, uo) + Brxi, ur) + B2V (x2) + B

(IN COMPACT FORM)

1 1
V(xo) < Y BrC, )+ BV () + Y B,

=0 =1

4. Step 2c. By induction (k steps)

k k
Vxo) < D B, u) + BV ) + ) B8,

t=0 t=1

5. Step 2d. Making k — oo and using Expression (A.17)

k k
V(xo) < %i’éé! D B u) + BV ) + Zﬁ’at}
t=0

t=1

k k
. t . k+1 . te
Vixg) < kL—l>rono: ;_013 r(xs, u;)} +/\£H£{ﬁ V(Xk-l)} +/<Ll];i{ 12—1 B éz}

BY CONDITION OF STRONG TRANSVERSALITY AND (A.17):

oo
Vixo) < ) B'rx,u) +0+e
t=0

Vixo) < ) B, u) + e

t=0

419

(A.18)

6. From relations (A.16) and (A.18), it is concluded that V is the supreme function

(value function).

7. The FP can have many solutions, but proposition 2 shows that these solutions
(except V) violate the strong transversality condition and the only one that

satisfies said condition is V. Therefore, V = V.

Proposition A.3 Under hypotheses A.1, A.2, and A.3, let {(x}, u})} be a feasible
dynamic from x; that allows reaching the supreme of SP, if then said feasible

dynamics satisfies (A.9)
V) =r(f, uf) + BV (L)

That is, it allows one to reach the supreme in the FP.

(A.19)

Proof The proof strategy has two steps: first we prove that Eq. (A.19) holds for

t = 0; then, we extend this result for all # = 1, 2, 3 (by induction).
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1. Step la. Because {(x;", u;)} is a feasible dynamic from x that allows reaching
the supremum of SP, then it is true:

Vi) =Y B up)

=0

OB ) =g ug) + BBl ) (A.20)

=0 =0

2. Step 1b. For all feasible dynamics {(x], u1), (x2, u2), (x3,u3), ...} € I1(x]), by
the definition of the supreme, it is fulfilled:

D OB u) = g, ug) + B Y B (g, i) (A21)

t=0 t=0

Therefore, from Expressions (A.20) and (A.21), we have that

o o
Y B O ul) =Y B (e ) (A.22)
t=0 t=0

3. Step lc. Furthermore, as the feasible dynamics {(x}, u}), (x3, u3), (x3,u3), ...} €
I1(x7), then it is fulfilled that "2 ﬁ’r(xt*H, u;, 1) has to be the supreme value
with initial value in xj'

)
V) =) Bl (A.23)
t=0
4. Step 1d. Replacing Expressions (A.23) in (A.20), we have
V@) = r(g,u) + BV () (A.24)
5. Step 2a. It was proved that

V(xg) =rixg, ud) + BV (x))

o0
V) =) 8o ufy)

t=0

6. Step 2b. The inductive hypothesis is proposed:

Vo) = r(ef, ul) + BV (g, (A.25)
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Where V(x,’;)‘v’k € N is defined as
o0
Vi) =D Br e ui) (A.26)
t=0

If the hypothesis (Eq. (A.25)) holds for “k + 1,” then the hypothesis is true.
7. Step 2c. Reviewing for “k 4+ 17

FROM (A.25) AND (A.26)

o0
PO ) + BV (i) = VO = D0 B (e )
t=0

o
PO ) + BV ) = rO ) + B Y By U
t=0

o0
% t
Vo) = Y B'r (s W)

t=0
o0
V(i) =r(x s uiy) + ,32 B'r (5 k42) Ui (k42)
t=0
V(x,’:ﬂ) = r(xy Upyr) + ,8\7(xf+2) (A.27)

Therefore, the inductive hypothesis is true and generalizable for all “t=0, 1, 2,

tE)

Proposition A.4 Under hypotheses 1, 2, and 3, if {(x/, u})} a feasible dynamic
from x§ that satisfies (A.19) and the weak transversality condition is fulfilled

Limp'V(x;) <0,
t—00

then {(x/, u})} solves the SP.

Proof The strategy is as follows: if {(x;", u;)} solves the SP, this means that it
allows to reach the supreme: V(xg) = sup{ > ;o) B'r(x;, u)}; ie., V(x§) =
Uy

Yoo B'r(x;, u¥). This last is what we have to prove.

1. Step 1. Since {(x;", u})} is a feasible dynamic from xo, then

V) =Y Bl ud) (A.28)
t=0
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2. Step 2. Also, {(x;", u})} satisfies (A.19); that is, it allows to reach the supreme in
the FP:

V) = ref uf) + BV ()
Vim0t

Vs = r(xg ul) + BV ()

Ve = rxdul) + BV ()

V(xd) = r(xd, ud) + BV (xd)

V) =r(ef ud) + BV ()
3. Step 3. Substituting V (x3) in V (x})
V(xd) = r(xd, ud) + V(D)
V(xi‘) =r(x},u}) + /3|:r(x;‘, uy) + [3V(x§)]
repLaciNG V() v V() :

V(xy) = r(xg, ug) + ﬂ|:r(xf, uy) + Brxy, u3) + /32\7(x§‘):|

COMPACTLY:

2
Vi) =Y B up) + BV ()
t=0
BY INDUCTION (K STEPS):
k
V) =Y B up) + BV () (A.29)
t=0

4. Step 4. Taking k — oo into Eq. (A.29)

k
Vxp) = 1}3;10[ > B up) + ,BkHV(x,fH)}
t=0

o
Vxy) = Z,Btr(xt*, ul) + k].;il;lo[ﬁkHV(x:H)}
t=0

FOR WEAK TRANSVERSALITY CONDITION: Lim ﬁt Vxt) <0
t—00

V) < Y B up) (A.30)
t=0
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5. Step 5. From Relations (A.28) and (A.30), we have

o0 o0
N Brerul) < Vo) < Y e ul) (A31)
=0 t=0
Therefore
oo
Vg =Y Bri, up) (A.32)
t=0

Which indicates that the feasible dynamics {(x;", u})} solve the SP.

Conclusion Propositions 1 to 4 imply that (under hypotheses 1, 2, and 3) the
solution to Eq. (A.9): V(x;) = r(xs, ur) + BV (x:+1) (FP) coincides exactly (in
terms of optimal values and plans) with the solution of SP; that is, the principle of
optimality holds.

A.3.2.2 Method to Solve the FP

So far, the relationship between the SP and the FP has been studied, but no
method has been presented to solve the FP. The interesting thing about dynamic
programming is that it offers several FP solution methods: theoretical and numerical
methods. The main method is to consider the FP as a fixed-point problem. For this,
we need two additional hypotheses: about the correspondence I"(x) and the return
function r(x, u).

Hypotheses that allow considering the PF as a fixed point:

Hypothesis A4 I" : X = X is a compact-valued mapping (i.e., I"(x) is compact
for all x), continuous and I (x) # ¢ for all x.

Hypothesis A.5 g € (0, 1) y r(x;, uy) is bounded and continuous on the graph of
I'. Where

graph of I" : {(x, u) € XxR" such thatu € I'"(x)}

e Hypotheses A.4 and A.5 imply hypotheses 1, 2, and 3. Thus, propositions 1
through 4 hold and hence the principle of optimality.

¢ By hypothesis A.5, V (and, consequently, “V” by the optimality principle), which
is a real function, is also bounded and continuous.

e Let’s define C,(X) : Space of real, continuous, and bounded functions. So: V=
Ve Cu(X).

¢ We define an operator T: C,(X) — C,(X) of FP:
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T[V](x) = sup {r(x, u)+ pVig, u))} (A.33)
{utel (x)

¢ From the FP, we know

V(x)= sup {r(x, u)+ Vg, u))} (A.34)
{u}erl (x)

* From (A.33) and (A.34), the FP becomes a “fixed-point problem (fixed point)”:
T[V]x)=V(x) (A.35)

Where the function V is the fixed point. If we find the function V that solves
(A.35) (fixed point), then we will have the solution of the FP, and by the principle
of optimality, we will have the solution of the SP.

¢ Since we have the function value, we can find the optimal plan:

— Form 1: solving step by step the problem of the maximum that appears in the
FP (i.e., finding the policy function)
— Form 2: solving the system of equations

V) =rixf uf) + VxS, t=0,1,2,3..

We need a theorem that ensures that the operator “7T : C,(X) — C4(X)” has a
unique fixed point and, therefore, a solution to (A.35) (fixed point) . The fixed-point
theorem for contractions ensures this.

Theorem A.2 (Fixed-Point Theorem) Under hypotheses A.4 and A.5, let C,(X)
(space of real, continuous, and bounded functions on X) with the norm of supremum
| - |l, then the operator “T” defined on C,(X) is an application of this space on
itself, T: C4(X) — C,(X), defined as

TV](x) = SMP{V(Xz,uz) +/3V(g(xhut))} (A.36)

subject to, u; € I' (x;), satisfies:
1. T[V] € Ca(X)
2. “T” has a unique fixed-point “V’: T[V] =V
3. Forany Vy € C,(X), it has:
17" (Vo) = VI < B"lIVo = VI

Particularly
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LimT"(Vy) =V
n— o0

Note: The norm of supremum || - || is defined as

£l = sup{lf ()1} (A.37)

The fixed-point theorem offers a method of solving the PF: “the convergence of
successive iterations of a contractive function to the fixed point,” which consists of

the sequence of functions {V,,}7° ;, defined as

Vi=T[V,ql, n=1 (A.38)
Which converges to the fixed point (V) of the contraction T; that is to say

LimV,=V (A.39)

n—0o0

Proof

1. Step 1. Under hypotheses 4, 5, and 8, we have that for each f € C,(X) Ax € X,
the fixed-point problem

T = | max {r,w) + Bf @) (A.40)

It reduces to maximizing the continuous function:

{rGe, ) +BFO)} (A.41)

About the compact set 1" (X). This allows you to reach the maximum.
One question we have to answer is: is 7T'[ f] bounded and continuous? His/her
domain is known to be.

2. Step 2a. Since r(x;, u;) and f (u;) are bounded, then

T[f], is also bounded.

3. Step 2b. Since r(x;, u;) and f(u,;) are continuous, and I"(X) is compact, then
by the maximum theorem, 7'[ f] is keep going.

Therefore, from step 2a and 2b we have that T'[ f] is continuous and bounded,

and since T was defined (domain) in C,(X), then it is obtained that the operator

T[f]is
T[f]: Ca(X) = Cu(X)

4. Step 4. T is a contraction?
If this is because the operator T satisfies the Blackwell conditions.
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5. Step 5. Does T have a unique fixed point?
Yeah. Since C,(X) is a Banach space, then by the “contractive mapping”
theorem, T has a unique fixed point V € C,(X) and it holds that

IT" (Vo) = VI < B* Vo — VI

With these tools in our hands, let’s move on to solve some examples.
Example Brock and Mirman model (1972)
The basic growth model is described by the following problem (in general terms):
00
o M, 2P
S.t.:
kiv1 = (1 = 8)ks +i;
¢t +ip = fke)
¢ty ky > OVt
We call this problem a sequential problem (SP). Considering the following
functional forms (u(c,)lnc,, fks) = kY ) and assumptions (oz € 0,1),8 =1
and ko given ), we have
00
t
o Maxs 2 pine
s.t.:
kiy1 =k — ¢
¢k >0

The functional (or Bellman) equation is

Vk) = Max_{inc, + BV (ki)

{erkir1}2g

By replacing the constraint in the Bellman equation k; 1 = k{ —c;, the associated
functional problem is described as follows:
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V(k;) = Max {ine; + BV (kY — ¢}

Ctii=0

0<c¢ <k}

1. To solve the PF, we will use the value function iteration method (proposed by the
fixed-point theorem for contractions), Expression (A.38):

Vi=T[V,—1], n>1 (A.42)

It starts with the simplest function: Vp = 0
2. Finding V;

Vi =T[Vo]
\2
= Max {Inc, + B Vo(k{' — c;) }
(e, _—
=0
= Max {Inc;) (A.43)
{Ct},oio

(a) At this stage, the first-order condition applies

d Objective Function

Bc,

However, in this case, since “In” is monotone, then the maximum value is
reached when ¢; = k' (see the FP constraint).

(b) Replacing ¢; that maximizes the objective function in (A.73), we obtain 7'[ Vy]
and, therefore, V|

Vi = T[Vol = In[k{]

Vi = alnk; (A.44)
3. Finding V>
Vo =T[V1]
\:
= Max {lnc, + B Vi —cr) }
{er}2g —_—

=aln(kf —c;)
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= Max {Inc; + Baln(k{ —c;)} (A.45)
{Ct},oio
* (a) At this stage, the first-order condition applies

0 objective function

8Ct -

__K
"1+ Ba

(A.46)

Ct

* (D) Replacing ¢, that maximizes the objective function in (A.75) gives T[V1]
and, therefore, V>

Vs = T[Vi] = a(l + Ba)lnk, + ﬁaln[ po } —In(1 + Ba)
1+ Ba
Vs = a(l + Ba)lnk + ,Bozln|: pa ] — In(1 + Ba) (A.47)
14 Ba

4. In the same way, we can do for V3 and then, in general, we see that

n—1

Vo(k)) = Ap + (a Z(ﬁa)"lnk,> (A.48)
i=0

Where we make n — oo for the property (A.39)

LimV, =V
n—00

n—1
Lim V,(k;) = Lim A, + Lim ((x Z(,Ba)i lnkt)
n—oo n—>oo n—oo l:0

V=A+ (a Z(ﬂa)fznk,>

i=0
o

V=a+ ik (A.49)

— po

The constant “A” can be found by replacing “V” and we can find the optimal
dynamics in the Bellman equation. After this, we move on to finding the policy
function. With this end in mind, since we already know the value function (V'), we
plug it into the Bellman PF equation.
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1. Replacing the function value in the FP

Vik;) = Max {lnc, + ﬁ[ln(kfl - c[)]}

Ctij—o
0<c¢ <kf

The functional problem becomes a standard optimization problem (in “t”), to
which first-order conditions (FOC) can be applied.
Applying FOC

d0bjective Function

8Ct

We find the policy function: ¢, = h(k;)
o =1 —ap)kf (A.50)

2. Finding the constant “A”: We plug the value function and the policy function
into the Bellman equation (the maximum disappears because the policy function
allows it to be reached):

o
A+

1_&Jmﬁﬂmmm»+ﬂm&?—Mhm

Solving and equating the coefficients of like terms

ap

1—ap

A= [%}(ln(l —af) + Inap)

B
Finally, we find the optimal dynamics:
1. The optimal dynamics is the sequence {c;, k,};’io described by this system of
equations (with ko given):
STATE VARIABLE EVOLUTION EQUATION
kv = ki — (1 — ap)kf = afky (A.51)
PoLICY FUNCTION

¢ = (1 — af)k® (A.52)

The following exercise is left to the reader. The way to solve it is by following
the steps in the example.
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Exercise model with consumption habits

o
Max Z B'(Inc; + ylnc;_1)
{erkiv1}2, =0

subject to
¢+ kip1 < AkY

Where B € (0,1),y <0,A>0ya € (0,1). kpy c_; given.

1. Write the Bellman equation.

2. Show that the solution of the said equation has the following form:
vk, ci—1) = E + Flnk; + Glnc;—q

3. Show that the optimal dynamics of capital has this form:

lnkt+1 =1+ Hll’lkt

Where E, F, G, H, and I are constants. Give explicit formulas for these constants
in terms of the parameters of the problem.

A.3.2.3 Differential Calculus Method to Solve the PF

In order to apply the methods of differential calculus in the solution of dynamic
optimization problems, it is required that the value function has three important
properties: monotonicity, concavity, and differentiability.

[1] Monotonicity of V (x;) To ensure the monotonicity of the value function, we
need two additional hypotheses (H6 and H7).

Hipotesis A.6 (r(x,u)y g(x,u)) Foreachu € R™, the functions

r(x;,u) : X — R is strictly increasing

g(x;,u) : X — X is increasing

Hypothesis A.7 (I"(x)) I" is monotone (i.e.,if x’ > x — I'(x") D I'(x))

With these two additional hypotheses, we have the following proposition that
ensures the monotonicity of the function value:

Proposition A.5 (Moneotonicity of V (x)) Under hypotheses A.4 to A.7, the value
function is strictly increasing.
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Proof The strategy has two steps. The first is to prove that “T[f]” is a strictly
increasing function; the second step is to consider the “fixed-point problem” and
from there derive that “V” is also strictly increasing.

1. We know:

e (C,(X) is the space of real, continuous, and bounded functions with the norm
of the supremum.

e C.(X) C Cy4(X) is the space of real, continuous, bounded, and increasing
functions.

e Itis observed that C.(X) is a closed subspace in C,(X), and therefore, it is a
complete space in the norm of the supremum.

2. Step 1. Let’s prove that “if f € C,(X) is increasing, then T[f] is a strictly
increasing function.”
3. Step la. By hypothesis A.6, if x" > x, then g(x’, u) > g(x,u) Vu:

[l ) = f(g(x, u))
r( u) + BFG ) = r(x w) + Bf(gx, )
BY HYPOTHESIS A.6 7'(X, U) IS INCREASING:

V(X/. u) > r(x, u), THEN:

r( ) + BF(e( W) > r(x,u) + Bf(g(x, u)) (A.53)

4. Step 1b. Applying “max” on the relation (A.53)

ue

mlgx {r(x u) + Bf(g(x’, u))} > max {r(x u)+ Bf(gx, u))} (A.54)

5. Step lc. By hypothesis A.7, we have that “if x’ > x = I'(x") 2 I'(x)”

r'x")

Where u € I'(x), then u € I' (x’). Replacing this result in (A.54), we have

max {f’(x/,u)+,3f(g(x/,u))} > max {r(x u) + Bf(g(x, u))} (A.55)

uel (x)
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6. Step 1d. By the definition of the operator “T” for any function “f”

T[f1(x) = sup {r(x,M)Jrﬂf(g(x,M))}

{u}erl (x)

Expression (A.55) becomes

TIf1x") > T[f1(x) (A.56)

That is, T[ f] is strictly increasing.
Conclusion 1
What we wanted to test in step 1 is fulfilled: “If f € C,(X) is increasing, then
T[f]is a strictly increasing function.”

7. Step 2. Since C.(X) is a closed subspace of C,(X), then the function value “V”
isin Cq(X):

Also, since T[V] = V, and T is strictly increasing, then “V” is also strictly
increasing.
Conclusion 2
The function value (V) is strictly increasing.

[2] Concavity of V(x;) To ensure the concavity of the value function, three
additional hypotheses are required: the first is related to the set X, the second, with
the functions r(-) and g(-), and the third, with I"(x).

Hypothesis A.8 (X) X is a convex subset of R".

It should be remembered that the set “X” is convex if, for two elements of said
set x and y, the linear combination (with ¢ € [0, 1]) also lies within a said set. That
is,Vx Ay € X yVt € [0, 1] itis true that [(1 — 7)x + ry] € X.
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All convex combinations of two
elements of the sel belong 1o the
seb.

433

Not all convex combinations of
iwo elements of the set belong
to the set. |

\/

Non-convex sct

Convex set

Hypothesis A.9 (r(x,u) y g(x,u)) r(x;,u;) is strictly concave and g(x;, u;) is
concave.

Let us remember that a real function, defined in a convex set (domain), is concave
if for any two points x and y defined in their domain, and for any ¢t € [0, 1], it is
fulfilled:

fx+A =0y = tf(x)+ A —=1)f(y).

Xoth X

Hypothesis A.10 (I"(x)) I"(x;) is convex; that is to say

1. I'(x) is a convex set for all x € X.
2. Given A € [0,1],x,x" € X and x # x/, thenifu € I'(x) y u’ € I"(x") implies
that

A4 (1 —=2u' e x4+ (1 —A)x)

With these additional assumptions, the concavity of the value function is assured,
which is expressed in the following proposition:

Proposition A.6 (Concavity of V (x)) According to hypotheses 4, 5, 8, 9, and 10,
the value function is strictly concave and the policy correspondence is a continuous
function.
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Proof The strategy is to first prove that “T[f]” is an increasing and strictly concave
function; then, it is to consider the “fixed-point problem” and from there derive that
“V” is also increasing and strictly concave.

1.

Step 1. Let’s prove that “if f € C,(X) is increasing and concave, then T'[ f] is
an increasing and strictly concave function.” (We know that it is increasing from
proposition 5.)

. Step la. Given A € [0, 1], x,x’ € X and x # x/, and let u, u’ be such that they

solve the maximum problem defined by T[ f](x) and T[ f](x’), respectively.

. Step 1b. In addition, by hypothesis A.10, we have that

A+ (1 —1u' € F'(lx + (1 —2)x)
Then, we have that (by the definition of the supreme)
TIfIG) = r(x,u) + Bf(g(X, W) (A.57)
Where

¥=xx+0—-1x
U=u+ 10—

. Step lc. But r(-, -) is strictly concave (hypothesis A.9); then, for r (X, u) which

is equal to r(Ax + (1 — A)x’, u + (1 — L)u’), you have to

rOx + A —=Mxu+ 0 —=Mu') > rr(x,u)+ A =Drix', u) (A.58)

. Step 1d. Also, since g(-, -) is concave (hypothesis A.9), then we have

g(x,u) > Ag(x,u) + (1 — Mg’ u) (A.59)
And since f is increasing, then applying “f” to the previous equation (Eq. A.59)

FeR, W) = fOglx,u) + (1 —1)gk',u)) (A.60)

And since f is concave

FOge,w)+ (1 =g’ u")) = Af (g, w) + (1 —1) f(gx',u"))  (A6])

. Step le. Introducing Expressions (A.58) and (A.61) (multiplied by B) in the

initial expression (A.57), we have

TIA1) = r(Xu) + Bf (g(X, )
> ar(x,u) + (1= rx',u’) + BIAf(g(x, ) + (1 = 1) f(g(x', u'))]
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> [Ar(x, u) + ABf(g(x, u))]
+HA = r e uy + A= RBf (G u))]
> A[rGeu) + B0 ) ]+ (1= D[ r( u) + BF (g u)) ]
T[f1(x) TIf1x)
TIf1®) > AT[f1x) + (0 = DTF1)

Conclusion 1: What we wanted to prove in step 1 is fulfilled:

“If f € C4(X) is increasing and concave, then T'[ f] is an increasing and strictly
concave function.”

7. Step 2. Since C.(X) (bounded for strictly concave functions) is a closed subspace
of C,(X), then the function value “V” is in C.(X) (bounded for strictly concave
functions):

Strictly
Concave

Also, since T[V] = V, and T is strictly concave, so “V” is too.
Conclusion 2: The function value (V) is strictly concave.

[3] Differentiability of V (x;) In the same way as in the two previous properties of
the value function, for it to be differentiable, two additional hypotheses are required.

Hypothesis A.11 (r(x, #) and g(x,u)) r(x;, u;) and g(x;, u;) are continuously
differentiable inside the graph of I"(x;).

Hypothesis A.12 (Differentiability) Let (x*, u*) be in the interior of the graph of
I', such that 3 a differentiable function “t” defined in an open neighborhood V of
x* such that

T:V->U

And for everythingx € V : 7(x) € I'(x) y g(x, T(x)) = g(x*, u*)

With these two additional hypotheses, two very useful theorems in dynamic
programming are obtained. The first corresponds to the differentiability of the
value function, and the second is a practical way of obtaining the first-order
conditions directly from differentiating the value function. Both theorems come
from Benveniste-Scheinkman; the latter is known as the envelope theorem.
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Theorem A.3A (Differentiability of the Value Function (Benveniste-
Scheinkman)) Under hypotheses A.4, A.5, A.8, A9, A.10, A.1l, and A.12; if
xo € Int(X) and h(xg) € Int(I"(xo)), then the function value is continuously
differentiable at xo, and its derivative is given by

IV (xo) _ 3r(xo, h(x0)) +ﬂ3V(g(XO,h(XO)))

(A.62)
dxo 9x0 dxo

This is generalized for all t.

This theorem is a previous step to proving the envelope theorem. Also, said
theorem requires that the policy function h(x) be introduced into the Bellman
equation (in addition to the equation of motion of the state variable g(x, h(x))).
It should be noted that the hypotheses described ensure that the value function is
twice differentiable (Stokey and Lucas, 1989 p. 84), which ensures that the policy
function h(x) is differentiable. This property is collected in the theorem of 3A and
3B.

Theorem A.4A (Theorem of the Envelope (Benveniste-Scheinkman)) Under
hypotheses A.4, A.5, A.8, A.9, A. 10, A.11, and A.12; if xo € Int(X) and h(xp) €
Int (I (x0)), and fulfilling theorem 3A, then for x, u it is true:

9V (xo) _ 9r(xo, uo)
3XQ - 8u0

(A.63)

This is generalized for all t.
This theorem ensures a relationship between the value function and the utility
function.

Steps to use the Benveniste-Scheinkman method

1. In the Bellman equation applies the FOC; that is, derive the right-hand side of
the said equation with respect to the control variable.

2. Apply the envelope theorem. Remember that the differentiability theorem is only
to prove the envelope theorem.

It should be noted that this method (BS theorem) explicitly provides the FOC
without the need to know the value function; however, it does not provide the
solution to the problem, that is, it does not specify the policy function.

Example Application of the envelope theorem. A typical example of the consumer
problem

Maxoo Z Blu(c,)

{er w1}, =0

subject to
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wr+1 = (1 +r)(wr +¢r)

Where g € (0, 1), w; is the wealth of the individual and wq given.

Solution Bellman equation is
V(wy) = Max {M(Ct) + ,3V(U)1+1)}
{Cl },oio
Introducing the equation of the state variable
V(w) = {M}%Ox {M(Ct) + BV +r)(w; +Cz))} (A.64)
Ctit—o

The first-order conditions are obtained by differentiating the right-hand side of
the Bellman equation with respect to the control variable c;:

du(cr) JrﬂaV(wm) MA+ ) +e)l _

0
aC[ 8w,+1 acl

ad IV(w

u(cy) iy ( t+1)(_1)(1 41 =0

ac; owyy1

0 oV
u(cy) —B(1+r) (wr41) (A.65)
80; 8wl+l

The envelope theorem states

OV(w) _ dulc)
aw[ - 36,

(A.66)

One period forward

oV (wr+1) _ du(cr+1) (A.67)
ow; 11 0cry1 ’

Introducing Eq. (A.67) (envelope theorem) in Eq. (A.68) (FOC), we have Euler’s
equation:

du(cy) — 801 +r)a“/(wr+l)
acy (’UJFH
814(6';) _ ﬂ(] +r) ab‘t(CHq) (A68)

ac; 0Cr1



438 A Dynamic Optimization

A.3.3 Applications
A.3.3.1 Growth with Human Capital

Preliminaries

1. This model holds that there is a trade off between the time spent working (7;)
and training (accumulating human capital (4;)). The more time spent working,
the less time will be dedicated to training: “to accumulate human capital, you
have to dedicate time to study/train, which implies stopping working for a bit”:

tne = hy
2. The dynamic described is captured by this expression:
hip1 = bW (ny) (A.69)
Where ¥ (n;) is a function of [0, 1] in R+
Y(n;):[0,1] > Ry

: In addition, it is assumed that ¥ (n,) fulfills the following properties:

e Continue

 Strictly concave

* Strictly decreasing

e Y (0) = 1+ A, which indicates that if the representative agent dedicates all
his/her time to training, then the accumulation of human capital will grow at
a constant rate (A):

her = ho(142)
* ¥(l) = 1 — 4, which indicates that if the representative agent dedicates all
his/her time to work, then the accumulation of human capital will decrease at

a constant rate (§):

ht—H =h(1— 3)
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Function ¥ (nt)

0 0.2 0.4 0.6 0.8 1

Statement

subject to
¢t = f(hny) = (hyn)®

hig1 = h W (ny)

Yn) =((A+98),/1 —n,2 +(1-95),8€(,1),y €(0,1),x € (0, 1)y hg given.
You are prompted for the following:

. Set up the sequential problem.

. Find the Bellman equation and state the functional problem.

. Prove that the function value (V) has the form AA$.

. Prove that the policy function is constant (i.e., find the optimal job) (n) and the
constant A of the function value, considering the values of the parameters: o =
0.5, 8 =0.95,A =0.025,§ = 0.01, « = 0.8. In this case, build a code in Matlab
to solve the nonlinear system.

A W=
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Solution
[1] Sequential Problem

o
h oo
Max Zﬁt[—[ ull :|
{nl}?i() =0 o
subject to

hiv1 = h W (ng)

[2] Bellman Equation

V(hy) = Ma;g(

Ntir=o

h oo
{ Uo7 ”;’] +ﬂV(ht+1)} (A.70)

[3] Functional Problem
Introducing the equation of the state variable in the Bellman equation

V(h) = Max

{ne =0

{[hﬂsz] +,8V(h,l1/(nt))} (A.71)

subject to
0 <n; < 1

[4] Iteration of the Value Function

1. To solve the FP, we will use the value function iteration method (proposed by the
fixed-point theorem for contractions):

Vi=T[V,—1], n>1 (A.72)

It starts with the simplest function: Vy = 0

2. Finding V]
Vi =T[W]
A
[An %0
= Max { ——— + B Vo(h; ¥ (ny))
{n}72, o _
=0
h oo
— Max {M} (A73)
{"t};.i() o
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* (a) At this stage, the first-order condition applies:

d objective function 0

ant

However, in this case, the objective function takes its maximum value when
n; = 1 (see the FP restriction).

* (b) Replacing n, that maximizes the objective function at (A.73), it obtains
T[Vo] and, therefore, V;:

h oo
Vi = (v = 2
]' oo
y, = ] (A74)
o
3. Finding V>
Vo =T[V1]
2
[Asn]*0
= Max { ———— + B Vi(h¥ (ny))
{"t};’i() o —_—
_ ¥ )12
h oo h 1/ oo
_ Max{[ 1] +,B[ (W ()] } (A.75)
{nt}?i() o o

(a) At this stage, the first-order condition applies:

d objective function

80[

However, it can be seen that the maximization of the objective function does
not depend on A,. This indicates that when deriving said objective function
with respect to the control variable (#;), it will only depend on the parameters
of the model (constant values) and, therefore, n; = constant. Consequently,
in the value function, it could be considered as a constant A.

[ %
o

Factoring {

[h )" wo ao
Vo= { } Max { (17 + LY (n1)] } (A.76)

o {ne 12

Does not depend onh;
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From the FOC, it obtains
n; = constant depending on the parameters = n (A7)

(b) Replacing n; = n that maximizes the objective function in (A.75), we obtain
T[V1] and, therefore, V>:

h oo
Vo=T[V1] = A("){%}

Vy = A(n){ L 1™ } (A.78)
g

Where A(n) is a constant, which we just call A.

4. We can generalize the above equation:

(A.79)

V(ht) _ A{ [I’lt]aa }
o

The constant “A” can be found by substituting “V”” and the optimal dynamics into
Bellman equation.
[5] Finding the Policy Function
Substituting the value function (V) into the Bellman equation

[hen ]
V(h;) = Max y ——— + B V(h,¥ (ny))
{ne 12, o —_—
— Al
h oo h lp oo
— Max {[ "] +ﬂA[ (¥ (ny)] } (A.80)
{n: 12, o o
Factoring { % }
[h]*® ao ao
Vi(h)) = Max | [n:]°" + BA[Y (n)] (A.81)
o {nt};ﬁo
Applying FOC (derivative with respect to the control variable), we have
ng? = —BAW ()" (ny) (A.82)

The solution of this nonlinear equation is the following:

ny =n*
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The policy function is a constant; that is, it does not matter what the level of human
capital (h,) is, since the agent always chooses to work n*. To know the value of n*,
we have to find the constant A and define the function ¥ (n;).
[6] Finding the Constant A

Substituting the value function and the policy function in the Bellman equation,
we have

L { L1 H[n*]w L BAY (n*)]w}
o o
Therefore
A = [n*1° + BALY (1")1*° (A.83)
Then
A=A@m")

Equations (A.82) and (A.83) form a system of nonlinear equations in (n*, A):

9 = _BAW (%)% W (n*) (A.84)
A = [n*]" + BA[Y (n")]*? (A.85)

Where

W) = +8)y/1—n?+ (-9

The question that arises is the following: How do we solve a system of nonlinear
equations in Matlab? The “fsolve” function will help us in this task.

Solution of Systems of Nonlinear Equations (Matlab) This function solves
systems of nonlinear equations; that is, finding the roots of the system. For this,
the system has to be specified like this:

F(x)=0

The goal is to find the value of the vector x that makes F(x) equal to zero. The
syntax

x = fsolve(fun, x0)

Where “fun” is a function containing the nonlinear system of equations (F(x)) and
x0 is the initial value for the vector x.
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Equation system
35 T T T

30

25

20

15

10

—-10L-- |

-15% 4 ) 0 2 4 6

Fig. A.3 Solution of a system of nonlinear equations (see the function “system_na.m”)

Example Consider the following system of nonlinear equations:

y=x>-5 (A.86)
y=3x+7 (A.87)
We can rewrite the system as
Fil=y—x*+5=0 (A.88)
Fb=y-3x—-7=0 (A.89)

Then
F(x) =[F1, F2]

Assuming that z = [z(1), z(2)] = [x, y], we write a function in Matlab that cap-
tures the nonlinear system (see example_function.m and sol_example_function.m)
(Fig. A.3).

A.3.3.2 Hercowitz and Sampson (1991) Model

This model is left as an exercise for the reader. To solve it, following the steps
described in the first application is suggested. Consider the basic growth model with
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these data:

u(cr, ly) =1In(c; — ang/)

Considering that a > 0 and y > 1, the following is requested:

1. Set up the SP, the Bellman equation, and the FP.
2. Prove that the function value has the following form:

V(k[) = D() + D]lnk[

Where D; are constants.
3. Prove that the policy function has the following form:

'4
Cr = H]kt !

ny = sztlllz

Where ¥, = ﬁ
4. Show that the optimal dynamics of capital are

kiy1 = 173/(;1/3

Where I1; are constants.
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